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PREFACE

The Conference on Optical Information Processing for Aerospace Applications was
held on August 18-19, 1981, at Langley Research Center, Hampton, Virginia. The
purpose of this conference was to review current research in optical processing and
to determine its role in future aerospace systems. It is clear from these proceed-
ings that optical processing offers significant potential in the fields of aircraft
and spacecraft control, pattern recognition, and robotics. The development of opti-
cal devices and components has demonstrated that system concepts can be implemented
in practical aerospace configurations.

This conference was sponsored by the Office of Aeronautics and Space Technology
(OAST) of NASA Headquarters and managed by Langley Research Center. Special thanks
are offered to Dr. Martin Sokoloski of OAST, Rudolfo Segura (technical chairman), and
the many others who gave of their time and talents.

Use of trade names or names of manufacturers in this report does not constitute

an official endorsement of such products or manufacturers, either expressed or
implied, by the National Aeronautics and Space Administration.

Robert L. Stermer
Chairman
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AIR FORCE RESEARCH IN OPTICAL PROCESSING

John Neff
AFOSR/NE
Bolling AFB
Washington, DC 20332

SUMMARY

The Air Force is actively supporting scientific research in
optical processing through the awarding of contracts and grants to
university and industrial research laboratories. The emphasis is on
optical and optical-electronic hybrid processing especially in the
application area of image processing. A special interest exists in
real-time pattern recognition processors for such airborne missions as
target recognition, tracking, and terminal guidance. This paper will
describe the areas of interest and the ongoing efforts in the Air Force
research program,

INTRODUCTION

The history of computer technology indicates quite clearly that
with the development of every new computer of larger capacity and faster
speed the number of problem solving areas which would be benefitted
increases and multiplies. During the past twenty years, the progress in
solid state electronic computers has been extremely rapid, to the point
that computers influence almost every aspect of our Tives. Even though
continuing progress in electronic computer technology can be anticipated,
we would be remiss to overlook other techniques which show promise of
complementing or even replacing the presently prevalent silicon LSI
wafer., One promising alternative is provided by optics, including
electro-optics and acousto-optics. And certainly not to be overlooked is
the area of hybrid optical-analog/electronic-digital processing. Optical
systems offer parallel computations with speeds unattainable with present
digital computer technology, and the hybrid systems combine this speed
and data handling capability with the computational flexibility and
accuracy of digital processing. The development of efficient hybrid
processors along with continued advancements in pattern recognition and
computer-aided decision making will provide us with critical technology
needed to maintain our world leadership in computing and signal
processing capability.

One of the most promising application areas for this emerging
technology is image processing. Imaging sensors are becoming an
increasingly important part of such military systems as reconnaisance,
missile guidance, target identification and tracking, and space
surveillance. Sensors of the future are expected to provide high
resolution images at frame rates which will produce data in excess of



1017 bits per second--a rate that digital technology will be hard
pressed to handle even under the most optimistic projections. A major
goal of the Air Force research in optical processing is to increase the
flexibility of these processors to the extent that they can perform the
functions of most of the image processing algorithms which have pushed
digital technology to its limit.

I will discuss the Air Force research interests in terms of the
following five categories: pattern recognition, image encoding,
incoherent image processing, integrated optics and acousto-optics, and
hybrid opto-electronic processing. The first three categories will
receive the majority of attention since they deal with image processing.

PATTERN RECOGNITION

The basic type of optical pattern recognition system is the
frequency plane correlator or matched filter shown in figure 1. The
reference or target information is stored in the processor as the complex
conjugate of the Fourier transform. If the target information is present
in the input, a peak of light will appear in the output plane, and the
location of the peak in this plane will correspond to the relative
location of the target in the input scene. Figure 2 illustrates the
optical correlator in a more operational scenario in which a real-time
input device is employed in the input plane and a large array of
potential target filters are stored in the frequency plane. The input
device, known as a real-time spatial Tight modulator, functions as an
incoherent-to-coherent image transducer. One such modulator concept
currently being investigated (ref 1) is shown in figure 3, and consists
of a photocathode, a micro-channel array plate, and an electro-optic
plate. The electro-optic plate carries a high resistivity dielectric
mirror on one side and a transparent conducting electrode on the other.
The 1input signal illuminates the photocathode which produces an electron
image of the optical intensity. The image is then amplified by the
microchannel plate and deposited on the dielectric mirror. This charge
distribution establishes a corresponding spatially varying refractive
index in the electro-optic crystal which is capable of modulating a
readout laser beam. Successful operation of this device has been
achieved, and current research efforts are aimed at improving its
operation so as to meet the original performance goals of 20 line
pairs/millimeter spatial resolution, 1 KHz framing rate, an optical
quality of less than one tenth wavelength distortion of the wavefront
over a 25 millimeter diameter, a sensitivity of one nanojoule per square
centimeter, and a long-term optical information storage capability on the
order of weeks. Using a new internal processing mode, based on secondary
electron emission, the research is proceeding to show that the device is
capable of performing level thresholding, contrast reversal, contrast
enchancement, image addition, and image subtraction.



A high-accuracy terminal guidance sensor system will consist of an
acquisition subsystem that scans the scene in the target area, a
reference subsystem containing a photographic or equivalent image of the
target and its surround, and a processing subsystem that correlates the
real-time scene with the reference image and generates error signals to
vector the warhead onto the target. The fundamental difficulty in
achieving a practical terminal guidance system lies in correlation of the
reference image with a real-time image that differs in scale, aspect,
contrast, and even content when sensed in a different spectral band or at
a different time than the reference image. In addition to reliability
and accuracy of correlation, the processor must be rapid to permit a
reasonable guidance error signal bandwidth for fast target approaches.
The resulting requirement is for a processing subsystem with throughput
rates in excess of 107 operations per second, and opntical correlation
with its vast parallelness at lTow power and cost is a most promising
technology.

Various optical processing approaches to missile guidance are
being compared on the basis of input resolution, grey scale requirements,
quantity of stored reference imagery needed, cycle times required,
accuracy expected, processing needed, etc. The major emphasis has been
on finding a processor or correlator architecture that is capable of
maintaining correlation in the presence of various image degradations
that invariably occur between the input and reference function during
terminal gquidance. Among the differences that have been considered are:
scale, rotation, resolution, contrast, relief, data dropout, aspect,
seasonal, years apart, and headings. Techniques are being studied for
optimizing matched spatial filter synthesis parameters to improve the
signal-to-noise ratio; however, these techniques often accentuate the
high frequency detail of the image, thus rendering the correlation more
susceptible to image differenes between input and reference. Therefore,
space variant processing techniques are also being investigated to
realize optimum correlation systems invariant to the dominant
degradations. For example, the realization of a rotation-invariant
correlation system can be obtained by performing a polar transform on the
input and reference imagery. The magnitude of the correlation peak
remains unchanged while the location of the peak translates proportional
to the rotational difference between the two images. It has been shown
that a multiple-invariant, space-variant optical processor is possible in
which two functions described by any number of separate distortion
parameters can be correlated with no loss in the signal-to-noise ratio of
the correlation (ref 2). Other correlation procedures are also being
investigated such as optical homomorphic filtering, optical statistical
pattern recognition, an optical analog of the invariant moment method,
and a hyperspace expansion and clustering technique.

Besides research into improved 1ight modulation and novel
filtering schemes for pattern recognition systems, the Air Force has an
interest in holographic optical element (HOE) research. HOEs offer



advantages of a reduction in the mechanical stability problems of
conventional optical systems, a reduction in the number of optical
elements, and a reduction in weight, size, and cost, all of which render
these elements very applicable to optical systems for aircraft and
missiles. The current state of the art in HOEs is limited to transfer
function representation of linear, space-invariant optical systems.
Unfortunately, such systems represent just a small fraction of the
optical systems of interest. For example, only imaging systems with unit
magnification are strictly space-invariant. For a space-variant system
the impulse response is a function of the position of the impulse or
point source of light in the input plane of the system. This means that
in order to completely specify the impulse response, the response must be
known for impulses located at all possible points in the input plane.
Investigations are curently pursuing a sampling theorem-based technique
for characterizing 2-D space-variant optical systems. The holograms
representing the various impulse responses are multiplexed using a
technique which encodes the phase of each reference beam with various
diffusers. Another approach being studied involves computer multiplexing
of the individual holograms. The research goals include not only a clear
understanding of the basic theoretical and practical limitations of these
approaches but also the discovery of additional multiplexing techniques
(ref 3).

The final area of research interest under pattern recognition
deals with the nonlinear processing of imagery. This opens up a whole
new realm of possibilities to optical processing. For example, a basic
tool in pattern recognition is the histogram which may be synthesized
from a succession of intensity level slices such as shown in figure 4.
Ideally, a level slice operation converts a continuous tone image into a
pattern which represents only those points or areas of the input image
which have a given intensity level. Figure 4 shows two non-ideal slices
but ones which are sufficient to construct a histogram. The histogram
would be constructed from the level slices for all possible input
intensity intervals. Note, however, that the transfer function (Iy,t
versus Iip) is a nonlinear operation. Three different approaches to
nonlinear optical processing are currently being pursued: pulse-width
modulation employing halftone hard-clipping and coherent filtering,
direct use of light modulator nonlinear characteristics, and conversion
of input intensities to spatial frequencies by employing the variable
grating mode of liquid crystals. In the first approach, an input signal
or image with continuous levels is converted into a halftone image that
is binary. This halftone image consists of a periodic array of black dots
whose sizes vary spatially according to the spatial variation of
intensity in the input. This is accomplished by optically adding a
halftone screen and the input image and then hard-clipping the resulting
image. Nonmonotonic nonlinearities are obtained by employing various
Fourier plane filters with an appropriate halftone screen design. The
specific nonlinearity will depend on the halftone dot shape and on which
diffraction order is passed by the filter.



The second approach is directed toward achieving nonlinearities by
relying directly on nonlinear characteristics of electro-optical devices
such as real-time spatial light modulators. For example, certain of
these devices depend on an electro-optically controlled birefringence to
produce a selective linear differential phase retardation along two axes
of a crystal. Upon placing the crystal between crossed polarizers, a
sinusoidal variation of intensity transmittance with voltage is obtained
which can be the basis for many optically controlled nonlinear
functions. One such function which has been demonstrated is three-bit
optical parallel A/D conversion with a bit rate potential estimated at
1.2 x 108 points processed per second (ref 4).

The third approach, the variable grating mode technique, is based
on the fact that under certain conditions a linear, phase grating
structure can be established in a liquid crystal, and the period of this
grating can be changed by varying an externally applied voltage as
illustrated by figure 5. By employing a photoconductor in connection
with the Tiquid crystal, it should be possible to have a grating
frequency whose spatial variations correspond to the intensity variations
of an image projected onto the photoconductor (ref 5). If the resulting
encoded image is input to an optical spatial filtering system (figure 6),
the various spatial frequency components would be diffracted to different
locations in the frequency plane and could be filtered to produce an
output with any desired nonlinear relationship to the input image
intensities.

IMAGE ENCODING

With an increased interest in image type operations on behalf of
the military comes an increased interest in image transmission. Remotely
piloted vehicles and battlefield surveillance are two military operations
where image communications will 1ikely play a prominent role. Two
definite problems encountered in any long distance transmission of analog
image information are limited bandwidth and atmospheric scattering. With
regard to the bandwidth problem, real-time image compression schemes are
needed. The most severe limitation on existing schemes is the extensive
computational bupyden, a problem for which optics may indeed be able to
provide a solution. Research has successfully formulated a modified dif-
ferential pulse code modulation (DPCM) technique which is suitable for in-
coherent optical implementation. Referred to as interpolated DPCM, or IDPCM,
the technique employs a mask to spatially sample the image. These samples
are then quantized and transmitted. In addition, the sampled image is in-
terpolated by a Tow-pass convolution and a different image is generated by
subtracting this interpolated image from the original. This difference image
is also sampled, quantized, and transmitted. At the receiver, the image
samples are interpolated to form a low-frequency version, and the



difference-image samples are added to the interpolator output to
reconstruct the original. A simulation of this technique has shown the
validity of employing optical processing for bandwidth compression.
Efforts are continuing toward expanding optical compression schemes into
the realms of interframe and adaptive compression (ref 6).

Another approach being pursued is to employ optical transformation
of the image followed by a delta modulation of the transformation. Two
analog transform encoding schemes are being considered: one is a
coherent optical Fourier transformation while the other is an incoherent
optical Hadamard transformation. Real-time linear and adaptive delta
modulators operate on the video signal obtained via a TV camera in the
output plane of the optical system (ref 7). With regard to the Hadamard
system, the image is broken up into a large number of sub-images by a
fly's-eye lens, and each sub-image is weighted by a Hadamard mask.

The second problem area, that of atmospheric scattering, may be
solvable by employing some novel encoding process such as
intensity-to-frequency conversion. This involves using a
wavelength-coded source to illuminate the object so that each resolution
element (pixel) is illuminated with a different wavelength, thus
realizing a spatial-to-spectral conversion of the object information. At
the receiver, the collected light is decoded by a spectroscope which
displays the various wavelengths at the proper spatial positions so as to
reconstruct the original image. Since scattered 1ight does not undergo
any wavelength shift, the information on each of the spectral carriers is
free to travel any path, either direct or multiply scattered, between the
transmitter and the receiver. It may even be possible to use such a
technique to transmit three-dimensional images (ref 8).

INCOHERENT IMAGE PROCESSING

Since the discovery of the laser in the early 1960's, coherent
optical processing has advanced steadily toward developing an information
processing capability with speed-of-light performance. Two major
difficulties of coherent processing which have prevented a more rapid
advancement are the nonavailability of suitable spatial light modulators
and a relatively low dynamic range. Incoherent processing, of course,
does not need the incoherent-to-coherent conversion step which the
spatial light modulators perform for coherent processors. Furthermore,
incoherent processing avoids the problem of coherent noise or speckle
which often masks the effects of the desired image processing operation.
By lessening the coherence of the system, one is, in effect, increasing
the number of information bearing channels, all of which are carrying the
same information in parallel. The major result of this redundancy is an
increase in the signal to noise ratio. On the other hand, incoherent
processing is not without problems, such as a built-up of dc-bias.



Overcoming the problems of incoherent processing, or at least
significantly reducing their impact, is the goal of Air Force research in
this area. If the fundamental problems can be solved, the ultimate
objective will be to realize all optical processing operations with
incoherent systems. Not only do incoherent processors offer a
significant reduction in cost over coherent systems, but the mechanical
alignment problems are much less severe, and this may be a very important
point if optical processors are ever to find their way into airborne
information systems.

Optical processors use interference to process information;
however, with incoherent 1light, interference is much more difficult to
achieve. Consider the formation of a Fourier transform hologram. If the
required reference beam does not pass through the Fourier transforming
lens, its optical path will not exactly match the object beam path and
there will be no interference. But if the reference beam does pass
through the lens, it will be Fourier transformed into a point image and
will not be able to uniformly cover the object beam. This problem is
being investigated using a technique involving a chirp-z transform. This
method achieves a Fourier transform in a way basically different from the
usual way, which is to place the object on the input side of a lens and
take the output from the back focal plane. In the chirp-z method, a zone
plate lens overlays the object, producing a compound object. The light
then passes through a spatial filtering system consisting of two lenses
and a spatial filter, and the resulting output is a Fourier transform.

By making the Fourier transform in this manner, the previously noted
problem can be avoided and it becomes possible to insert the entire
optical system into a three-grating achromatic interferometer. Thus,
after achromatizing the Fourier transformation process and introducing,
by means of the interferometer, an achromatic coherent reference beam, it
becomes possible to produce Fourier transform holograms in completely
white light (ref 9),

Another effort is working more directly on conceiving an
incoherent matched filter correlator (ref 10). The concept demonstrated
to date employs a color-compensating grating which collects
correlation-signal energy over a band of wavelengths, which has been
dispersed by the matched filter, and concentrates it in a single spot to
achieve a much improved S/N for the correlation peak. However,
correlator operation still suffers from the very narrow spectral response
of the matched filter itself. Various combinations of zone plates and
gratings will be tried in an effort to overcome this deficiency and
create achromatic systems capable of performing the operations of Fourier
optics in white light.

A third approach to incoherent optical processing, while not as
universal or flexible as the previous two techniques, has the advantage
of being relatively simple to implement. A diffraction grating is
employed in the input plane of the optical processor to effect a



sinusoidal modulation of the input signal. This results in two off-axis
spectral distributions in the Fourier plane of the processor, and these
distributions will be dispersed into rainbow color due to the use of
incoherent light. The origins of the differently colored signal spectra
will be Tinearly dispersed in a direction perpendicular to the grating.
A complex spatial filter for each of a discrete set of wavelengths will
be placed in the spatial-frequency plane to produce a set of mutually
incoherent filtered signals. The output of this incoherent filtering
scheme will be formed by the incoherent addition of the discrete spectral
bands (ref 11).

INTEGRATED OPTICS AND ACOUSTO-OPTICS

Spurred on by the tremendous impact that electronic integrated
circuits have had, the field of integrated optics has already progressed
to the point where complete circuits are being attempted. Such basic
elements as optical modulators, coherent light sources, lenses with near
diffraction-1imited performance, and optical detectors have been
demonstrated and may now be combined on a single substrate to perform
some practical signal processing operations. In an effort to further
expand these processing operations, the Air Force is interested in
supporting research that will advance the current state-of-the-art,
especially in achieving more compatibility between electronic and
optical integrated systems. Much research is still needed in the areas
of programmable filters, more simplistic lenses, broader band surface
acoustic waves for acousto-optic processors, and higher processing gains.

Investigations are being conducted into Fresnel diffraction in an
attempt to fabricate efficient and inexpensive wavequide lenses for
integrated optical systems. Current lenses are either geodesic or
Luneburg; however, geodesic lenses involve an expensive and
time-consuming precision grinding process while Luneberg lenses have very
limited focusing capabilities in high index-of-refraction waveguides
because of the small change of the effective index that can be obtained
from known materials. Fresnel Tenses have the potential to outperform
both the geodesic and Luneburg lenses. They consist of pads deposited on
the waveguide which act to achieve either phase shift or absorption in
alternate half-period zones (ref 12).

A recent accomplishment in the area of programmable filtering was
the demonstration of a 32-bit, 17 Mbit/sec digital correlator as shown in
figure 7. The reference signal is programmed into an array of
interdigital electrode sets fabricated on a thin buffer layer on the
surface of a planar electro-optic wavequide. The input signal is encoded
as one of two possible frequencies of a surface acoustic wave (SAW). If a
perfect match exists between the input and reference signals, the optical
energy which is first diffracted by the SAW is diffracted a second time

{



by the electro-optic grating produced by the interdigital electrode sets

and is focused onto the detector. If a match does not exist, such as the
case in the figure, some of the energy is diffracted to another point in

space and does not reach the detector (ref 13).

There will always be some loss and degradation due to scattering
in coupling light from a lithium niobate waveguide to a detector array
formed on silicon whether or not channel waveguides are present. Also,
accurate alignment of two structures will always be required. These
aspects could be eliminated if layers of single crystal silicon could be
grown on lithium niobate. Such growth by conventional epitaxy is not
possible. However, based on recent experimental results involving
laser-assisted growth of single crystal silicon layers on amorphous
substrates and formation of MOS devices on these layers, it may be
possible to form silicon photodetector arrays on 1ithium niobate (ref 14).

Acousto-optics offers a potential for unique integrated optical
signal processing devices which, in part, is due to the huge difference
between acoustic and electromagnetic propagation velocities. Currently
under study are several novel thin-film acousto-optic and magneto-optic
devices with applications to wideband multi-channel information
processing, high-speed deflection and switching of a quided 1ight beam,
optical time-division multiplexing/de-multiplexing, and tunable optical
filtering (ref 15).

HYBRID OPTO-ELECTRONIC PROCESSING

Many physical problems, especially in simulation and control,
require the real-time solutions to 2D and 3D partial differential
equations. Under investigation is a hybrid optical-electronic computer
capable of high speed solutions of such equations. The speed and
versatility of the hybrid computer will enable it to handle a wide
variety of complex problems. It will be especially useful in
applications requiring partial differential equations to be solved many
times while initial conditions, coefficients, nonlinearities, and
nonhomogeneous terms are varied. A confocal Fabry-Perot interferometer
forms the basis of the optical portion of the computer which performs the
Fourier transformations, the spatial filtering, and the feedback (ref 16).

The digital processor operates in an analysis mode with regard to
a digitized version of the optical output and acts as a controller for
the mirror position and the laser beam scanner which produces the input
image and the spatial filters in real time. The feedback configuration
allows the optical system to achieve a filtering dynamic range of
approximately twenty times that of a more conventional system without
feedback. However, even better performance is now being sought through
the addition of gain to the system. By offsetting system losses, even



modest amounts of gain incorporated into the Fabry-Perot can lead to
dramatic increases in filtering dynamic range. Furthermore, sufficient
gain would allow the system to operate as an optical operational
amplifier. The technique being investigated involves flashlamp-pumped
dye lasing. The dye amplifier is placed within the Fabry-Perot and used
to offset losses by coherently amplifying a He-Ne signal. In actuality,
a two-stage injection-locked dye laser/dye amplifier arrangement is
employed to aid in preserving signal frequency and relative phase which
is so important in the feedback system.

The Air Force is not interested at this time in supporting
investigations into optical logic or digital computing, but rather those
areas in which optics can best complement electronic processing. One
such area would be where massive parallelism is desirable to perform
computationally intensive operations as, for example, in matrix inversion
or eigenvector decomposition. Requirements for matrix inversion, such as
solutions of simultaneous equations and various signal filtering
operations, have established a need for a fast parallel computational
method. The problem of real-time eigenvector and eigenvalue
determination from a given matrix is also important in practice. Such
operations play a role in pattern recognition. Another area which
strongly complements electronic processing is the use of optics in VLSI
interchip and intrachip communications. Optics may offer a technique for
overcoming a fundamental limitation to device density—that of being able
to further reduce the spacing between interconnects without appreciably
increasing interference. The practical problems of using optics can be
separated into two categories: getting suitable optical sources and
detectors onto a chip, and realizing suitable holographic optical
elements.,
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ABSTRACT

A computational model of the processes involved in multispectral remote sensing
and data classification is being developed as a tool for designing smart sensors which
can process, edit and classify the data that they acquire. An evaluation of sensor
system performance and design tradeoffs can be expected to involve classification
rates and errors as a function of number and location of spectral channels, radiometric
sensitivity and calibration accuracy, target discrimination assignments, and accuracy
and frequency of compensation for imaging conditions. This model seeks to provide a
link between the radiometric and statistical properties of the signals to be classified
and the performance characteristics of electro-optical sensors and data processing
devices. Preliminary computational results are presented which illustrate the editing
performance of several remote sensing approaches.

INTRODUCTION

To overcome present inefficiencies in worldwide monitoring of resources and the
environment by remote multispectral sensing, it is necessary to develop multispectral
sensor systems which are ''smart'" enough so that they can be relied upon to perform
such tasks as identifying and locating features of interest, editing out areas of
extensive cloud cover and haze, and compensating for atmospheric variability. The
development of such smart-sensor systems must take into account the complex natural
variability of surface and cloud reflectance and atmospheric radiative transfer.

To do so, smart-sensor concepts should be developed and evaluated first as models
in the computer, and only thereafter, if promising, as actual devices and systems.

A comprehensive computational model of the deterministic and stochastic processes
involved in remote sensing is currently being developed as such a tool for studying
multispectral sensor systems and concepts.l This model accounts for remote multi-
spectral data acquisition and processing as a function of both deterministic and
stochastic elements of solar irradiance, atmospheric radiative transfer, surface and
cloud reflectance, and sensor response. The model differs from other related ef-
forts?™/ in two aspects: One, 1t treats all elements of the remote sensing process as
parts of a single system. Two, it specifically relates stochastic properties of the
sensor -signal to stochastic properties of the atmospheric radiative transfer and scene
spectral reflectance.

* B
Located in Hampton, Virginia:
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In this paper we use the computational model of the remote sensing process to
study earth feature identification algorithms for onboard data editing. The objective
of the feature identification task is to distinguish between vegetation, bare land,
water, clouds and snow. If such discrimination between these categories could be made
with reasonable accuracy and computational simplicity, then onboard data processing
could be relied upon to reduce drastically the amount of data that needs to be trans-
mitted and processed for routine remote sensing operations.

The analysis in this paper is limited to two spectral channels which are centered
at wavelengths 0.65 and 0.85 um. These spectral channels are particularly well-suited
for distinguishing vegetation from other earth surface features. For that reason they
have been selected for the Feature Identification and Location Experiment (FILE) on
Shuttle-0STA 1. These two channels correspond closely to channels 3 and 4 of the
Thematic Mapper (TM) and Multispectral Linear Array (MLA)8 so that the results pre-
sented in this paper are relevant to data processing studies concerned with future
remote sensor systems for monitoring earth resources and the environment. Results
presented in this paper compare the relative accuracy and computational complexity of
three decision techniques for performing the feature identification task. The driving
variables are atmospheric conditions, solar incidence angle, and spectral reflectance
properties. No attempt is made here to distinguish between clouds and snow since
clouds are most efficiently identified, and discriminated from snow and ice, in the
reflected IR around 1.5 um and the emitted IR around 10to 12 um(atmosphericwindow)9—10

REMOTE SENSING MODEL

In this section we briefly review the computational remote sensing model developed
by Huck et al.l The model accounts, as depicted in Fig. 1, for data acquisition and
classification. Data acquisition must account for the solar irradiance, atmospheric
radiative transfer, surface reflectance, and sensor response. In mathematical terms,
data classification is that process that maps the very large sensor sample space into
a much smaller space of predefined categories or features. It is essentially the
feature identification algorithm that defines these categories.

Radiative Transfer

Deterministic Processes - When atmospheric attenuation (absorption and scattering)
and Lambertian ground reflectance effects are taken into account, the radiance derived
from solar spectral irradiance incident on a downward-looking sensor is represented as:

1
== +
L=2E T u pT+L

de+Lp (1)
where E,=E,(A) is the solar spectral irradiance at the top of the atmosphere;
TOETO(A,T,UO) is the atmospheric transmittance along the incident path from the sun to
the surface (solar zenith angle = 65, Uo=cosOo); LdELd(EO,X,T,uO,p) is the diffuse sky
spectral radiance which results from all radiation scattered downward onto the surface
(i.e., integrated at the target over elevation and azimuth); pZp(A) is the spectral
reflectance of the surface (sometimes called "signature'); TZT(A,T,U) is the atmosphere
transmittance along the exitant path from the surface to the sensor (zenith angle = 8,
p=cosB); and LPELP(EO,X,T,uO,u,¢) is the path spectral radiance which results from all
radiation scattered upward along the path from the surface to the sensor. The other
parameters are wavelength, A, optical thickness of the atmosphere T=T(A), and azimuth
angle ¢ between the planes of incidence and exitance. The component of the total
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radiance L which arises from radiation reflected from the target is referred to as the
beam spectral radiance Ly, that is, Ly=L-L; and Lyp=Ly (Eg,A,T,UgsH5P) -

The optical thickness TZTt(A), which governs atmospheric transmittance, sky and
path radiance, is given by

N
L. O, X (2)

T =,
i=1 i

where 04=0; (A) is the attenuation coefficient of the ith atmospheric constituent and
X5 the associated attenuator amount (often denoted u4 in the radiative transfer liter-
ature). The atmospheric transmittance over the incident path is given by e—T/UO, and
that over the exitant path by e~T/U.  The rigorous treatment of multiple scattering
which leads to sky and path radiance is very difficult and computationally expensive.
To use documented atmospheric radiative transfer models and to keep computations with
the deterministic/stochastic model economical, we use the AFGL LOWTRAN 4 model to
account for attenuation in atmospheric absorption bands and the ERIM model (developed
and described by Turner3—4) to account for scattering. For the spectral region ex-
tending from 0.4 to 1.0 pm, the atmospheric radiative transfer 1s primarily affected
by Rayleigh scattering (by air molecules N2 and 0j), scattering by aerosols (haze drop-
lets and dust), and absorption by ozonme (0O3), water vapor (Hy0), and molecular oxygen

(05) .

The ERIM radiative transfer model is used to account for single and multiple
scattering in the atmosphere for a surface with a simple geometric pattern. We assume
a horizontally homogeneous atmosphere which is bounded by a surface that consists of
an infinitesimally small target and a large surrounding background, both of which have
uniform diffuse (Lambertian) reflectances. The model accounts for realistic aniso-
tropic phase functions and vertical changes in the atmosphere and for attenuation by
ozone absorption and aerosol and molecular scattering but not for attenuation by water
vapor and molecular oxygen. This limitation constrains the application of the ERIM
model to the evaluation of spectral responses that do not significantly overlap the
major HoO (0.86 to 0.99 pm) and 02 (0.75to 0.77 um) absorption bands. More comprehen-
sive computational models are available but their use as subroutines would be too
expensive.

The difference between the LOWIRAN 4 and ERIM models can be expressed in terms of
Equation 1. Both models calculate the first term in the same way. LOWIRAN 4 does not,
however, include either the second or the third terms which represent scattered solar
radiation.

Stochastic Processes - We regard the spectral radiance LZL(A) that reaches the
sensor as a stochastic process whose value at each wavelength depends upon a number of
random variables associated with both the atmosphere and surface. Letting the opera-
tion E{+} denote the expectation (average) taken over the ensemble of all possible
radiances associated with a particular surface, the mean <L(A)> and autocovariance
- C,(A,A") of the radiance can be expressed as

<L(A)> = E{LOV}
and
CL(A") = E{[L(A) - <L)>I[L(A") - <L(A")>]}

To simulate the effects of atmospheric variability, we assume that the attenuator
amounts X4 in Equation 2 are random variables with a known mean xi and covariance 0.
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It is particularly convenient, although not necessary for the purpose of simulation, to
assume that the vector of attenuator amounts is multivariate Gaussian. Therefore the
optical thickness will have a log-normal distribution.

To simulate the effects of surface reflectance variability, we model the reflect-
ance of a particular target surface by

p(}\) - po(}\) e —XOBO(}\>

where p,(A) and By(A) are deterministic functions which are characteristic of the sur-
face, and x_ is a standard normal random variable with mean = 0 and variance = 1. For
each surface the parameters py(A) and B,(A) are estimated from empirical reflectance
data.

Signal Vector and Reference Pattern

The sensor converts the radiance L into the signal vector s with components s.

which are represented by the simple model J
L0 s, () a
s, = .
N o ]

where Sj(l) is the deterministic spectral response of the jth channel. Effects due to
electronic noise and errors in radiometric calibration are not treated here, in order
to simplify the following formulations.

Because the radiance is stochastic, the signal vector s is a multivariate random
variable whose mean r and covariance C have components denoted by

r., = E{s,}
J J
and
c,, = E(s, —r)(s;y - 1)}
13 J ] J J
where both j and j' take on the values 1, 2, ..., J, and J is the total number of chan-

nels, It follows from the linearity of the signal conversion process that the refer-
ence patterns can be computed as

ro= [0 <L00> 8, ()
J 0 J
and

ij = é é CL(X,X') Sj(X) Sjv(A') dx 4!

RADIOMETRIC PROPERTIES AND SENSOR RESPONSES

In this section we present typical radiometric properties encountered in remote
sensing and the spectral responses of the FILE sensor system. Our characterizations
here are confined to a spectral region of 0.4 to 1.0 um.
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Model Inputs

Solar irradiance - The solar spectral irradiance E,(A) incident upon the top of
the atmosphere is relatively well known and is shown in Figure 2. Its variability is
small compared to other uncertainties and thus is ignored here.

Surface reflectance — Table 1 summarizes the categories and substances used as
examples in this investigation as well as the (assumed) standard deviations of their
reflectances. The spectral reflectance curves are shown in Figure 3. Typical vari-
ability of spectral reflectances realized in the simulation is shown in Figure 4.

Atmospheric properties - The mean whole-atmosphere (i.e., vertical path) attenu-
ator amounts for each of these atmospheric constituents, along with reasonable values
of their standard deviations based on estimates of climatological variability, are
listed in Table 2. All attenuator amounts are assumed to be uncorrelated, except for
water vapor and aerosol which are assumed to have a perfect positive correlation.
Figure 5 shows a plot of typical average radiance components. Figure 6 shows a typical
realization of simulated radiance variability using the LOWIRAN 4 model.

Sensor response - The FILE system consists of two sensors, one centered at .65 um
and one centered at .85 um. These are relatively narreow-band sensors spectrally (20
nm bandwidth), compared to the 100 to 300 nm bandwidth used in the LANDSAT sensor
system. The sensor bandwidths do not overlap any major atmospheric absorption bands.
The FILE system includes an onboard categorizer that assigns each pixel to bare land,
vegetation, water, or snow/clouds. The FILE sensor channels were originally chosen
because of the desirable properties of the ratio of the two channel outputs. Also,
channel ratios have some useful compensation effects for sun angle and atmospheric
variability.12

FEATURE IDENTIFICATION TECHNIQUES

In this section we describe three methods that could be used to identify (edit)
such categories as vegetation, bare land, water, and cloud/snow. Two of these methods
are closely related; they use either the maximum likelihood (MLH) or mean-square dis-
tance (MSD) classification algorithms to classify the signal vectors according to
reference patterns (or training sets) and then collect all classes into categories.
The third method, referred to as the boundary approximation method (BAM), avoids the
classification step and assigns the signal vectors directly into categories.

Classification

A very common classification procedure which makes use of covariance information
is based upon maximizing the (assumed) Gaussian PDF. Specifically, a particular signal
vector, s, representing J spectral channels, is classified as spectral type n, provided
the Gaussian PDF of s conditioned on spectral type n is largest, i.e., provided

t C;l (s—rn)] (3)

1
1 - (s-r.)
PDF(s[n) = exp [ 2 o
(2“>J/2|Cn|1/2

is greater than PDF (sln') for all other spectral types n' =1, 2, ... N. To avoid
the computational expense of evaluating the exponential, an equivalent classification
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procedure can be used which minimizes -loge [PDF (s[n')]. This, in turn, is equivalent
to determining the n which minimizes

(s-rn)t C;l (s~rn) + lOge’Cnl (4)

where [’l denotes determinant. If the a priori probability of each spectral type is
known (and all types are not equally likely), it is often desirable to weight the
classification procedure by this prior information. However, no weighting is used for
the results presented in this paper. For this classifier, the mean and covariance
matrix uniquely determine a class. This is the maximum likelihood classifier (MLH).

Several simplifying assumptions concerning the nature of the covariance matrix,
given imperfect knowledge, can be made. In the special case of

where I is the identity matrix, minimizing Equation 4 becomes equivalant to minimizing
t
sS-T S-r
(s=r )" (s-1)

This is commonly called the mean-square distance (MSD) or Euclidean-distance classifier.
From a computational standpoint, we eliminate the evaluation of one vector-matrix

(1xn * nxn) multiplication and the addition of the logarithm term. For this special
case the mean uniquely determines the class.

Editing

Aggregation method - The MLH and MSD classification algorithms work with classes
but can be used to distinguish between categories such as vegetation, bare land, water,
and clouds/snow by collecting a set of classes to define each of the four categories.
For example, if one can pick some small number of vegetation classes that approxi-
mate (span) the vegetation category then one has a method of categorizing vegetation.
In other words one can blanket the area, in spectral space, occupied by the vegetation
category with a set of classes. Computationally, what can be done is to actually
assign a signal to a class (according to the chosen decision rule) but to only retain
the category within which that class falls. For example, a signal from a corn target
might be classified as wheat but the editor retains only the fact that it has been
categorized as vegetation. The overall accuracy of categorizing will be higher than
the overall classification accuracy because intra-category class confusion is not
counted as wrong. We call this method categorization by aggregation.

Boundary approximation method - In discussing this editing technique frequent ref-
erence will be made to covariance ellipse plots. These ellipses are defined by the
following equation:

(X—rn)t C;l (X—rn) =1

where x is the channel vector. If the nth class was truly multivariate-Gaussian then
this ellipse would enclose 667% of the data. The ellipses are centered about the class
mean. These plots provide a very useful approximation to the scatter of the data due
to such things as the variability in radiance shown in Figure 6. Figure 7 shows el-
lipse plots for simulated data for a total of twenty classes. This data represents a
simulation for 23 km visual range and a solar zenith angle of 30°, using the FILE channels.
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As stated previously this particular set of FILE spectral bands was chosen because
of the properties that the channel ratio possessed. Figure 7 shows 3 lines superimposed.
The lines are chosen so as to delineate the four categories. These lines represent
simple approximations to the boundaries of the categories in spectral space. Hence the
name Boundary Approximation Method (BAM). The lines drawn are not strictly defined by
the channel ratios. It was decided that, by adding an offset to the two diagonal equ-
ations, much better performance could be achieved. This causes only a slight increase
in computational costs. The third line represents an "'absolute' radiance threshold
which forms the boundary between the bare land and snow/cloud, categories which have
similar channel ratios. However, this threshold has a sensitivity to solar zenith
angle.12 The three boundaries are defined by the following equations. If x; is the
value of channel i then the three lines are defined as:

Xy = 1.45 Xq - 4.1
3.0 x17 - 2.1
= 16.5

b
W)
|

As one can see this method is very simple in terms of the calculations necessary to
categorize a signal and is similiar to the standard parallelepiped classifiers. This
method represents the opposite end of the spectrum, in terms of computational complex-
ity, from the aggregation method.

Space qualified data processing hardware is still rather expensive and bulky. Any
implementation of onboard processing of multispectral data will encounter very conser-
vative limits in terms of available processing and storage capacity. This, in turn,
limits the computational "costs' that can be incurred in identifying features. Esti-
mates of the computational complexity of the two methods of aggregation were made after
the formulas were simplified and modified as much as possible. No provision was made
for special processing architecture (i.e., parallelism) in the estimates. For the
boundary approximation technique we have two equations to evaluate with 1 add and 1
multiply each for a total of 4 add/multiplies. The number of add/multiplies per pixel
necessary to do the MSD classification, and thus editing, can be approximated by 2LJ
where L is the number of classes and J is the _number of channels. Similarly, the
number for PDF can be approximated by (L/2)(J2+3J). Those interested in more details
might start with Ref. 13 and 14.

COMPUTATIONAL EXPERIMENTS AND RESULTS
Experiments

In this section we present results of computational experiments which illustrate
the performance of the MLH and MSD aggregation and the boundary approximation methods
in distinguishing between such spectral features as vegetation, bare land, water, and
cloud/snow from data obtained with the two FILE spectral channels. These two chan-
nels are centered at 0.65 and 0.85 um and thus approximately coincide with TM/MLA
gsensor channels 3 and 4, The results provide insight into the susceptibility of
feature identification accuracy on the natural variability of atmospheric radiative
transfer and target and background spectral reflectance.

The computer program (previously described) simulating the performance of an
orbiting multispectral sensor generates pseudo-random observations (i.e., signal
vectors) which are assembled into training sets for computing a reference pattern
library. Subsequently, observations are generated for input to the editor/classifier
which utilizes the reference pattern library or other criteria to make its decision.
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Editing accuracy (i.e., the ratio of correct categorizations to the total number of
observations) is used as a figure of merit to determine sensor performance. Training
sets and editing accuracies are based upon a total of 100 observations per target.

In practice, classification using the elements of a reference library will always
be compromised since these elements must be based upon values for the means and covar-
iances obtained at one specific set of conditions. For example, the reference library
may have been compiled when the atmosphere was relatively clear, while the observations
were made when the atmosphere was hazier. This error source has been included by com-
puting the reference vector r and covariance matrix C for each target at a visual range
of about 23 km (representing a moderately clear atmosphere), and the signal vectors s
either at the same visual range or at reduced visual ranges of about 10 km and 5 km.
Similarily, to assess the effect of changes in solar incidence angle, reference data
were obtained for a solar incidence angle of 30°, whereas feature identification deci-

sions were made either at the same or at 40° solar incidence angle. The sensor viewing
geometry remained vertical.

Results

Figure 8 summarizes the predicted feature identification accuracy, and Table 3
presents the amount of computations required for the three decision processes. The
feature identification accuracies are complex functions of changes in task assignment,
visual range, and solar incidence angle. Nevertheless, it can be concluded that the
MLH and MSD aggregation methods provide consistently higher feature identification
accuracies than the BAM and also tend to be less susceptible to changes in both visual
range and solar incidence angle. However, this improvement is gained at a substantial
increase in computational and storage requirements. These requirements would increase
rapidly for the MLH and MSD aggregation methods with increases in the number of sub-
stances to be accounted for and in the number of spectral cltannels to be used. One
can also see that for a 3-fold increase in computational cost little or nothing is
gained in terms of increased accuracy or sensitivity to sun angle by using the MLH as
opposed to the MSD. The results in figure 8 serve to show that small changes in the
mix of classes, observed by the sensor, can have as important an effect as the other
sources of error, such as atmospheric degradation. Specifically, ripening barely
lacks the strong chlorophyll absorption band that the .65 um channel is designed to
detect in vegetation. Therefore, barley is likely to be confused with bare land.

These results suggest that BAM could become a useful algorithm for spectral feature
identification if it is expanded to use more than 2 spectral channels and if changes in
solar incidence angle could be accounted for. It would, of course, alsoc be desirable
to account for changes in visual range; however, this would be more difficult.

In practice the exact formulation of an algorithm depends on the particular task.
For example, in editing out clouds, errors of omission, whereby we retain some cloud
data, are less troublesome than errors of commission, whereby we edit out data from
other categories. 1In general, if one particular category is of interest the boundaries
for that category can be '"relaxed" somewhat in order to pick up marginal outliers. In
more complete analysis the a priori probabilities of each of the categories are needed
in order to optimize the omission-commission trade-offs. This is also true for the
aggregation method.

CONCLUDING REMARKS

Two fundamentally different approaches to feature identification, aggregation and
boundary approximation for onboard data editing have been examined. Relatively small
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differences in accuracies between the simplest boundary approximation and the com-
paratively complex aggregation method were found, whereas the difference in compu-
tational requirements is very large. Further investigation should be performed to
determine improvements in feature identification accuracy that may be achieved by
careful selection of both the number and location of spectral channels.

The results obtained using the computational model were generally consistent with
practical experience with Landsat data in terms of sensitivity to changes in haze, sun
angle, and to the set of targets defined. The use of this model as a tool in the pre-
liminary design and evaluation phase of remote sensing systems should prove valuable,
To improve computational accuracy it will be necessary to account for the probability
of occurence of various targets and the probability of encountering specific atmo-
spheric conditions.
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Table 1. Targets and the Assumed Standard Deviation of Their Reflectance

Category Substance Standard deviation
of reflectance, Op

I. Vegetation Barley .1
Wheat .1
Oats .1
Corn .1
Aspen .1
Red pine .1
White pine .1
II. Bare land Chernozem-type soil, Nebraska .125
Pedialier—-type silt, Arkansas .105
Pedocal-type soil, Ohio .105
Pedocal-type soil, Nebraska .02
Quartz sand, Oregomn .140
Clay, Missouri .055
Red quartz and calcite sand, Utah .105
Pedocal-type soil, Oklahoma .09
Concrete road .1
Asphalt road .1
ITI. Water Sea water .06
IV. Cloud/Snow Optically thick cloud .1

Sugar consistency snow .08




Table 2. Attenuator Amounts in Vertical Column of Atmosphere
Average value, X Standard deviation, ©
Attenuator ) _2
LOWTRAN atm.cm # m LOWTRAN atm-cm # m
Afr (N, 0p) 8.0 km 8.0 x 10° 2.2x10%  0.26 km 2.4 x 10* 6.5 x 107
. 5 28 4 28
Aerosol: 23 km visual range 1.5 km 1.5 x 10 4.0 x 10 0.5 km 0.5 x 10 1.4 x 10
10 km visual range 3.0 km 3.0 x lO5 8.1 x lO28 1.0 km 1.0 x lO5 2.7 x 1028
5 km visual range 5.0 km 5.0 x 105 1.4 x 1029 1.7 km 1.7 x 105 4.6 x lO28
0Ozone (03) 0.34 atm:-cm 3.4 x lO‘1 9.2 x 1022 0.10 atm:cm 1.0 x 10_l 2.7 x 1022
Water vapor (H20) 1.14 g/cm2 1.14 3.1 x lO23 0.36 g/cm2 3.6 x lO-1 9.7 x lO22
Molecular oxygen (02) 1.7 km 1.7 x 105 4.7 x 1028 0.12 km 1.2 x 104 3.2 x 1027
Table 3. Computational Requirements for 2 Spectral Channels
Decision Add/Multiplies with
Process number of targets:
17 20
MLH 187 220
MSD 68 80
BAM 4 4
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ROLE OF OPTICAL COMPUTERS IN AERONAUTICAL

CONTROL APPLICATIONS

Robert J. Baumbick
NASA Lewis Research Center
Cleveland, OH 44135

ABSTRACT

More complex aircraft and mission requirements will require larger, faster
digital computers to perform a variety of functions. For adaptive control,
controller gains are computed as a function of flight conditions. For multi=
state problems, high speed computing is required to perform matrix/vector and
matrix/matrix operations in order to compute these controller gains.

Continued safe operation of the plant has to be maintained in the event of
sensor failure. Accommodation of sensor failures requires a system math
model that operates in real-time. The model, used to calculate an estimate
of the failed sensed variable, should ideally be a full nonlinear model.
Currently simplified models are used because of computing limitations.
Because of the above requirements, research is being done to determine the
role that optical computers might play in aircraft control. The optical
computer has the potential high speed capability required, especially for
matrix/matrix operations. The optical computer also has the potential for
handling nonlinear simulations in real-time.

In addition to the potential high speed capability of optical computers, they

may also be more compatible with fiber optic signal transmission. Fiber optics

of fer advantages over conventional wire systems. One gttractive feature of
fiber-optic systems is immunity to noise generated from other electromagnetic
sources and immunity to lightning strikes. Optics also permit the use of
passive sensors to measure process variables. No electrical energy need be
supplied to the sensor. Complex interfacing between optical sensors and the
optical computer may be avoided if the optical sensor outputs can be directly
processed by the optical computer.
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Summary

More complex aircraft and mission requirements will require larger, faster
digital computers to perform a variety of functions. For adaptive control,
controller gains are computed as a function of flight conditions. For multi
state problems high speed computing is required to perform matrix/vector and
matrix/matrix operations in order to compute these controller gains.

Continued safe operation of the plant has to be maintained in the event of
sensor failure. Accommodation of sensor failures requires a system math model
that operates in real-time. The model, used to calculate an estimate of the
failed sensed variable, should ideally be a full nonlinear model. Currently,
simplified models are used because of computing limitations. Because of the
above requirements, research is being done to determine the role that optical
computers might play in aircraft control. The optical computer has the
potential high speed capability required, especially for matrix/matrix
operations. The optical computer also has the potential for handling nonlinear
simulations in real-time,

In addition to the potential high speed capability of optical computers, they
may also be more compatible with fiber optic signal transmission. Fiber optics
offers advantages over conventional wire systems. One attractive feature of
fiber—optic systems is immunity to noise generated from other electromagnetic
sources and immunity to lightning strikes. Optics also permit the use of passive
sensors to measure process variables. ©No electrical energy need be supplied

to the sensor. Complex interfacing between optical sensors and the optical
computer may be avoided 1f the optical sensor outputs can be directly processed
by the optical computer.

NASA Lewis Research Center is supporting two grants for basic research on
optical computing and how it may be used in aeronautical applications.
Carnegie-Mellon University is developing a hybrid electro-optic computer capable
of performing matrix operations such as inversion, multiplication, etc. This work
considers an analog optical computer.

Ohio State University is developing a digital optical processor. This work
centers around a liquid crystal light valve which is used to perform various
logic operations and arithmetic operations. Both binary and residue arithmetic
are being considered for these applications. Residue arithmetic is potentially
more attractive because of the inherent parallelism of this type of arithmetic.

The hybrid and digital optical processors both offer potential improvements in
computing speed compared to all-electronic processors, but both require
innovations in device technology before they can be used in practical
applications.



Introduction

This paper discusses research programs sponsored by NASA Lewis Research Center

for work on optical computers. The objective of this research is to determine

the role optical computers may play in future aircraft engine systems. Fiber
optics are attractive for engine applications because of optics' inherent

immunity to electromagnetic interference (EMI) and because optical signals can

be safely transmitted through areas that contain explosive materials. A program
was undertaken to develop optical sensors for engine control. Optical links were
considered to be superior for signal transmissions aboard the aircraft, especially
for off-engine mounted control computers. Currently, engine control computers are
mounted on the engine. Special environmental packages must be designed to protect
the computer from the harsh temperature and vibration environment. Off-engine
mounted computers would be located in a more benign environment. Along with the
optical sensors and optical transmission lines, optical computers are considered
in this future technology program to determine if and how optical computers could
be used. Optical computers are considered because of potential speed improvements
over conventional processors. Future aircraft computers will be faster and will
have a higher capacity to handle the more complex engines of tomorrow. Some of
the functions onboard computers might be called on to perform, if the computers
could operate in real-time and had the required capacity, are adaptive control,
engine condition monitoring, and sensor failure accommodation. For adaptive
control the computer must perform vector/matrix and matrix/matrix calculations.
These operations are required to calculate optimal controller gains for multi-
variable control,

Engine condition monitoring requires an accurate nonlinear simulation of the

engine, and this simulation must operate in real-time. Sensor failure accommodation
also requires a nonlinear model to provide accurate state estimates of failed

sensor states. Real-time simulation of nonlinear systems is, therefore, important
for safe, efficient operation.

The optical computer has the potential for high speed operation required for
adaptive control and has the potential for handling nonlinear simulations in real-
time. Complex interfacing between optical sensors and the optical computer may be
avoided if the optical sensor outputs can be directly processed by the optical
computer. NASA Lewis Research Center is supporting two grants for basic research
into optical computing and how optical computing could be used in aeronautical
applications. Carnegie-Mellon University is developing a hybrid electro-optic
computer capable of performing matrix operations such as inversion, multiplication,
etc. Ohio State University is developing a digital optical processor. A liquid
crystal light valve (LCLV) is used as the central computing element. With the
LCLV, logic operations and arithmetic operations can be done.
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Hybrid Electro-Optical Processor

Figure 1 illustrates possible steps used in calculating the optimal controller gains
for adaptive control. From sensed information about the system to be controlled, a
linearized model is developed using various identification techniques. Given a
performance index, optimum control gains are calculated for the multivariable system
by solving the Matrix Riccati Equation. At present this procedure is carried out on
the ground. It would be desirable to do this onboard since the optimum gains could
be updated to reflect changes in engine characteristics or variability from engine
to engine. To do this onboard would require fast solutions to the Matrix Riccati
Equation. Typically, a solution of the Matrix Riccati Equation takes hundreds of
msec on an electronic computer. Using an optical computer to perform the matrix
operations, solution times of a msec or better are possible.

The Carnegie-Mellon optical vector/matrix multiplier is shown in figure 2. The
values of the components of the vector x are represented by the intensities of

the light emitting diodes (LED) or Laser Diodes (LD). The LED outputs are
connected to the matrix mask "A" with optical fibers. Variable transmittance of
the cells of the "A'" matrix represent the values of the elements a,,. Because the
A matrix can be bipolar, scaling and biasing to accommodate bipola%Jvalues must be
done. These scaled, biased values are the values of the a,, elements. The product
of the intensity and mask cell transmittance are summed and? focused on a linear
detector array. This operation is performed rapidly on the optical computer
because all operations are done in parallel. When combined with a microprocessor,
the optical matrix/vector multiplier can be used to iteratively solve equations

of the form Ax = y where x is unknown (figure 3). A guess is made for the x vector.
A new x value is calculated, and when the last value of x and the new value of x
are equal y}thin a prescribed tolerance, the solution converges and the implicit
solution A "y = x is obtained. The steady-state Matrix Riccati equation can be
reduced to the form Ax = y and solved by this method.

A photograph of the vector/matrix multiplier hardware used in lab demonstrations
is shown in figure 4. The LED array shown is sealed with white RTV compound and
bolted to the fiberoptic element, matrix mask and detector array. To have any
practical application the mask used to represent the "A" matrix must be

alterable to accommodate changing values of the elements a,, . This concept

does have the potential for rapid solutions of the Matrix Rlccati Equation.

Digital Optical Processor

A second grant sponsored by NASA Lewis for work in optical computing is with Ohio
State University. The objective of this work is to build and demonstrate optical
analogs to digital components to perform various combinational and sequential logic
functions. The main element used in this work is a liquid crystal light valve.
Residue and binary arithmetic are both being considered for use by this optical
computer.

The liquid crystal light valve shown in figure 5 operates in a controlled
birefringence mode. Birefringence means that the refractive index is different
when the polarization is in the direction of the principal axes compared to
polarization at right angles to the axis. 1In the off state the cigar-shaped
liquid crystal molecules are parallel to the glass face. This state has finite
birefringence. This birefringence is decreased with application of the AC voltage.
The molecules tip as a function of the excitation and light input.



Figure 6 illustrates how the LCLV operates. The electrical excitation can be
adjusted to either of two values. Zgro optical input produces either no change
in the read beam or a rotation of 90 in the polarization of the read beamn.

The dintensity of the input light beam is set so the complementary rotation is
achieved when the beam is present.

The face, of the liquid crystal light valve can operate on approximately 100 000
spots/in”~ (figure 7). Each spot is independent of its neighbors. This enables
the LCLV to be used for operating on 2-D arrays of binary data. The use of
residue arithmetic with this LCLV will make optimum use of the parallelism of
the LCLV. This LCLV, with the extremely high density of spots, has potential
for very large data transfer rates.

Ohio State has demonstrated a number of logic functions using the LCLV. Figure
8 illustrates an optical AND operation. The LCLV is biased to produce 90
rotation of polarization with bright input. As long as A and B spots both have
bright inputs there is an output. Should either A or B go dark the output goes
to zero,

Figure 9 shows an optical latch circuit. The Glan Thompson prism reflects
vertically polarized lighg and transmits horizontally polarized light. The LCLV

is biased to produce a 90 rotation of the reflected beam when the input to the
back of the LCLV is bright. The latch is configured to load the data input when
the clock is bright (high) and to store the input when the clock is dark (low).

The stored output Q is the complement of the input; that is, when the input is
bright, Q will be dark and vice versa. If both the clock and the input are bright,
the input beam will be rotated 90 to vertical polarization and pass through the
analyzer to supply a bright signal to the back of the LCLV. The horizontally
polarized light from the DC light source will be rotated to vertical polarization
upon reflection from the LCLV_and will be reflected by the Glan Thompson prism,
thus producing a dark output Q. When the clock goes dark, the dark output Q will
remain regardless of changes in the input. This occurs because the DC light source
will continue to illuminate the back of the LCLV through the feedback loop.

Similar reasoning can be used to explain the loading and storage of a dark

input which produces a bright output Q.

The LCLV used in these experiments is very slow, taking hundreds of millisecs
to operate. For practical systems the spatial light modulator must operate
in msecs or better to achieve the high data rates required for real-time
computing.
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Concluding Remarks

In summary, future aeronautical control systems will be more complex. Many
functions not performed now and many functions done on the ground would better
be done onboard if the speed and capacity of the computer were adequate. Among
these functions are providing a real-time engine simulation for engine condition
monitoring and for sensor failure accommodation. TFor adaptive control, onboard
optimum multivariable control design would be done. For this to be done, rapid
solutions of the Matrix Riccatl Equation are required. Optical computers show
some potential for applications to engine control systems because of their
extremely high speed. Large data transfer capabilities and very fast solution
of matrix equations are possible. However, much work has to be done in the
area of faster spatial light modulators, optical read/write memories, and
addressable alterable masks. These technology developments together with
integrated optics may result in a practical electro—-optic computer that could
be used in engine control systems.



Figure 1.- Sequence of steps in adaptive control application.
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Figure 5.- Liquid crystal light valve.
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Figure 7.- Liquid crystal light valve face showing individual cells.
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OPTICAL DIGITAL COMPUTERS™

Alan Huang
Bell Laboratories
Holmdel, NJ 07733
Advances in integrated optics, optical communications, optical
bistability, and optical disk storage have prompted a renewed interest in
studying the possibility of an optical digital computer. The limitations in
utilizing optics stem from the fact that it is very difficult to get one
optical signal to affect another. This makes it difficult to perform
switching. One approach around this problem is to detect one optical signal
with a pn junction and stimulate another signal with another pn junction.
The need for pn junctions immediately makes the use of optics questionable.
The potential of optics ironically stems from the same inability for
interaction. Lenses, prisms, and mirrors can easily communicate thousands of
channels of information in parallel. The relevance of this to computers is
that the throughput of future systems will be 1im1tedbby clock skew,
bandwidth, interconnection complexity, pin Timitations, and the Von Neumann
bottleneck. These are all communications rather than switching problems.
Unfortunately, there is no easy way to incorporate the communications
capabilities of optics in conventional processors since the architecture of
these processors have been adapted by evolution to the implicit tradeoffs of
an electronics technology. Such a change is so fundamental that a careful
review of the basic structure and function of conventional processors is

necessary.

* Because this paper was not available at the time of publication, only the

abstract is included.
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A design for a optical digital computer is presented to illustrate how
some of the unique properties of optics such as its innate parallelism and non-
interfering propagation can be used to overcome some of the Timitations of
future computers. The basic approach involves decomposing the structure of a
finite state machine, the distant ancestor of current computers, into a logic
unit, an interconnection array, and a latching unit; and then implementing
each of these units with optics. The logic unit for such a processor can be
constructed from an optical NOR gate array. Such a logic array can be imple-
mented by projecting several binary images on a common surface, inverting, and
thresholding the intensity of the result. Each pixel functions as a NOR gate
and such a NOR operation is sufficient to establish a complete logical set.
The latching unit which serves as the memory for the finite state machine can
be implemented with various bistable optical devices. The interconnection
array can be implemented with a hologram or conventional optics which images
each pixel(x, y) to pixel(x, y+1), pixel(x+1, y+1), and pixel(x-2,y+1). This
interconnection pattern establishes a complete connective set which can be
customized to provide arbitrary interconnections.

This basic architecture, while abstract and quite primative, can be
extended, specialized, and applied to a wide range of problems in image and

parallel processing.



HIGH SPEED TECHNIQUES FOR
SYNTHETIC APERTURE RADAR IMAGE FORMATION*
Demetri Psaltis
California Institute of Technology
Pasadena, CA 91125
Armand R. Tanguay, Jr.
University of Southern California
Los Angeles, CA 90007
and
Thomas J. Bicknell
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91109
A synthetic aperture radar system produces data requiring rather complex
processing to form the image of the terrain being mapped. The process is
essentially a two-dimensional convolution which is usually separated into two
one-dimensional convolutions with spatial variance of the reference function
in one dimension. The reference functions may be quite large (1000 elements or
more) requiring high computation rates for digital systems. Optical systems
have a significant advantage due to the parallelism of one- or two-dimensional
processing. The linear FM variation of the reference function in both
dimensions makes the optical system rather simple. Since the point target
phase histories are self-focusing, like Fresnel zone plates, only bandpass
filtering is required for moderate resolution systems. The spatial

variance of the reference function or phase history in the along-tract

dimension is Tinear and can be compensated for by tilting either the input and

* Because this paper was not available at the time of publication, only the

abstract is included.
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output image planes or a cylindrical lens. An additional complication of

higher resolution systems is the requirement to compensate for range migration.
This correction is usually performed by lenses used as a phase filter in the
transform plane. A conventional radar correlator is shown in figure 1. The
range telescope images both the range and the azimuth focal planes. The azimuth
telescope affects only the azimuth or along-track dimension, bringing it into

coincident focus with range.

FREQUENCY
PLANE
APERTURE

| GE— y

AZIMUTH TELESCOPE

[ E— d
S ams

RANGE TELESCOPE

MAP FILM

Figure 1.- Film input coherent synthetic aperture radar processor.

The desire to achieve real time throughput, higher reliability, and greater
accuracy has led to the development of high speed digital systems for SAR
data processing. However, such systems are quite large, costly, and power
consumptive, even using recent and expected future developments in digital
technology. Many radar applications, such as quick-look or search modes, require
or would be better served by onboard processing. These systems require small,
1ightweight processors, especially for use in conjunction with spacecraft-
borne radars. A good example is the upcoming VOIR mission where onboard
processing would allow transmission of 10 times as much data as the currently

planned ground processing scheme allows.



One possible approach to high speed synthetic aperture radar signal
reconstruction involves the utilization of two-dimensional real time spatial
1ight modulators as recyclable replacements for photographic film in the input
transducer plane of a modified SAR-coherent optical processor, as shown in
figure 2. Leading candidate spatial 1ight modulators include modified Pockels
readout optical modulators (PROM), CCD-addressed liquid crystal 1ight valves,
and CCD-addressed membrane light modulators. The fundamental physical Timita-
tions affecting SAR-processor performance characteristics of such real time
devices are under investigation. Current research on the PROM is focused
on the effects of device operational mode, device constitutive parameters,
electro-optic crystal orientation, writing wavelength, frame rate/data overwrite/
presuming, erasure completeness,and image retention on the overall quality of
SAR image formation. Both modulated laser scanning and intensified CRT
temporal-to-spatial input approaches are being examined.

A spatial Tight modulator (SLM) that is commonly used in one-dimensional
optical processors is the acousto-optic delay line. We are investigating the
possibility of using acousto-optic devices (AOD's) as the input SLM in an
optical SAR processor. AOD's cannot be used in a conventional SAR processor,
however, since they can only introduce one-dimensional spatial modulation in the
optical system. In the architecture we are investigating, the two-dimensional
processing is accomplished utilizing one spatial dimension and one time
dimension. Hence, a one-dimensional spatial modulator can be used. A
schematic diagram of the processor is shown in figure 3. The backscattered
signal for each transmitted pulse is applied to the AOD. The system is
i1luminated with a pulse 1ight source in order to "freeze" the traveling

acoustic wave in the AOD. The range compression operation is accomplished by
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Acousto-optic
Device

Pulsed Light
Source g

Figure 3.- Real time coherent synthetic aperture radar processor utilizing
a one-dimensional acousto-optic modulator and a CCD-array detector.

the focusing action of lens L. The photogenerated charge pattern stored in
the CCD is shifted vertically by one pixel after each radar pulse. The signal
that reaches the output stage of the CCD at each horizontal (range) location
is the correlation of the range compressed signal and the transmittance of the
mask placed immediately in front of the CCD detector. Azimuth compression is
performed by making the transmittance of the mask a linear FM function in the
vertical direction.

Utilization of a two-dimensional spatial 1light modulator in a real time
SAR processor allows for simplicity in image formation, and is, in addition,
inherently flexible for handling different radar signal types. A disadvantage
in this approach is the relatively recent development status of candidate
spatial 1ight modulators. The state-of-the-art of acousto-optic devices is, on
the other hand, further advanced and represents a relatively mature technology.
The Timitations in the AOD/CCD approach are expected to be the dynamic range

and number of elements of the CCD detector array. It is hoped that such

optical signals in an integrated, compact, and rugged format. Many integrated
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real time SAR processors will initiate new mission applications not presently

envisioned due to current digital processor Timitations.
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SUMMARY

We show how certain algorithms for matrix-vector multiplication can be
implemented using acousto-optic cells for multiplication and input data transfer and
using CCD detector arrays for accumulation and output of the results. No 2-D matrix
mask is required; matrix changes are implemented electronically. A system for
multiplying a 50-component nonnegative-~real vector by a 50 x 50 nonnegative-real
matrix is described. Modifications for bipolar-real and complex-valued processing
are possible, as are extensions to matrix-matrix multiplication and multiplication
of a vector by multiple matrices.

INTRODUCTION

During the past several years, Kung and Leiserson at Carnegie-Mellon
University (refs. 1,2) have developed a new type of computational architecture which
they call "systolic array processing'. Although there are numerous architectures for
systolic array processing, a general feature is a flow of data through similar or
identical arithmetic or logic units where fixed operations, such as multiples and
adds, are performed. The data tend to flow in a pulsating manner, hence the name
"systolice'". Systolic array processors appear to offer certain design and speed
advantages for VLSI implementation over previous calculational algorithms for such
operations as matrix-vector multiplication, matrix-matrix multiplication, pattern
recognition in context, and digital filtering. This paper grew out of our desire to
explore the possibility of improving systolic array processors by using optical in-
put and output. We will concentrate on describing the particular case of matrix-
vector multiplication, but note that many other operations can be performed in an
analogous manner.

SYSTOLIC MULTIPLICATION OF A VECTOR BY A MATRIX

_).
The problem we address is that of evaluating a vector y given by

vy = Ax (1)

> >
where A is an n by n matrix, and x and y are n-component vectors. We assume that A
has bandwidth w, i.e., all of its non-zero entries are clustered in a band of width
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w around the major diagonal. Such matrices arise frequently in the solution of
boundary value problems for ordinary differential equations. A systolic array that
solves this problem is introduced by Kung and Leiserson (ref. 1,2) and will be
reviewed briefly here.

A systolic array for multiplying a matrix of bandwidth w by a vector of
arbitrary length has inner-product cells. The array for bandwidth 4 is shown in
figure 1. Each of the four heavy boxes represents an inner-product cell, capable of
updating the vector component y; according to the replacement

P 25 5% (2)

The cells act together at discrete time intervals, or beats, with half of the cells
active on each beat. The elements of the matrix A are input from the right, and the
vector X is input from the top. Zeroes are input from the bottom, and accumulate
terms of the vector ¥ as they move upward.

Figure 2 traces the action of the array for several beats, or pulsations, show-
ing the terms of A and ¥ and the partial terms of ¥ that are in each cell on each
pulsation. Thus on pulsation 1, y, = 0 is entered. 1In pulsation 2, X1 is entered.
In pulsation 3, v; becomes ajyxy. In pulsation 4, y; becomes aj 1%y +a;,%xy. In
pulsation 5, ¥; exits. Every other pulse another y. exits and on that same pulse
another y;, is inserted (at an initial value of zero).

OPTICAL SYSTOLIC ARRAY PROCESSING

Key features of the systolic array approach to matrix-vector multiplication are
(1) a regular, directed flow of data streams, (2) multiplication, and (3) addition or
accunmulation. These features are also characteristic of many optical signal process-
ing systems, and it should come as no great surprise that optical implementations of
systolic architectures are possible. Since both bulk and surface acoustic waves are
routinely used in optical signal processing to produce a moving stream of data and
for multiplication of data, it seems natural to use these components for optical
systolic array processing.

We choose as our example the simple matrix-vector multiplication

Yy 211 212
= (3)
b 851 222

assuming initially that all quantities in this equation are real and nonnegative.
The basic concept is illustrated with the help of figure 3. The system shown con-
sists of an acoustooptic modulator illuminated by the collimated light from three
LEDS, a Schlieren imaging system, and three detectors connected to a CCD analog
shift register. At the moment illustrated in the figure, modulating signals pro-
portional to x; and x) have been input to the acousto-optic modulator driver,
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producing short grating segments in the acousto-optic cell. As the x, grating

segment passes in front of LED number 2 (the situation shown in the f%gure), that LED
is pulsed in proportion to matrix coefficient aj;. The transmitted light, proport-
ional in intensity to alaxl, is imaged onto CCD detector 2, which sends a proportional
charge to an associated "bin' in the shift register.

The x; and x, grating segments now travel so as to be in front of LED's 1 and 3,
respectively. At the same time, the accumulated CCD charge from detector 2 is shifted
one bin, in the direction indicated by the arrow labeled "output' in the figure.
1ED's 1 and 3 are now pulsed in proportion to a1y and a19s respectively. Since these
LED's illuminate detectors 3 and 1 via grating segments X; and X9 charge is generated
by these detectors in proportion to ar1X] and ajpX,y, respectively, and accumulated in
the corresponding shift register bins.

In the next increment of the system, charges are again shifted, with accumulated
charge in proportion to aj1xy t ajoxy, or yj being output. The charge packet now
associated with detector 2 (already proportional to a 1X ) is augmented by a final
strobe of LED 2 by an amount proportional to 899Xo . final two shifts of the CCD
charge packets bring charge proportional to a,1x] + ag9,5xp, OF ¥9s to the output, and
the operation is complete.

The system illustrated is easily expanded to accommodate matrix-vector operations
of higher dimensionality. If § and % are N-component vectors and A an N x N matrix,
the maximum number of LED's required is 2N-1 (the number of diagonals of the matrix),
and the number can be smaller if A has a smaller bandwidth.

Numerous variations of the system of figure 3 are possible. Figure 4, for
example, shows the LED's replaced by a single light source and an array of modulators.
The CCD shift register has been replaced by stationary detectors and integrators
combined with a second acousto-optic cell, which serves to deflect light to the correct
detector/integrator. The acousto-optic deflector approach to sorting output data may
facilitate greater system dynamic range than is achievable with CCD detector arrays.

BIPOLAR AND COMPLEX-VALUED COMPUTATIONS

It was assumed in the preceding section that all elements of the matrix and in-
put vectors were nonnegative-real. In practice, most matrix-vector multiplication
operations of importance involve bipolar-real or complex-valued vectors and matrices,
and some means must be employed for handling them. If the elements are real valued,
but not necessarily nonnegative, a two-component decomposition scheme described in
ref. 3 can be employed. For complex-valued processing, several schemes have been
described (ref. 4). One of these involves a three~component decomposition of
complex numbers according to ref. 5,

z =z + exp [i2ﬂ13] + z, exp [i4ﬂ13] , )

21

where z,, z, and z, are nonnegative-real. Another involves biased real and imaginary
components %ref. 6;. A1l such methods lead to some additional processor complexity
and to a reduction in the size of the vectors and matrices that can be accommodated.
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OPERATING PARAMETERS OF A TYPICAL SYSTEM

Matrix size limitations are imposed by the acousto-optic modulator. Consider a
system using for input a bulk acousto-optic cell with a 100 MHz bandwidth and a 10
Usec time window. We estimate that such a cell should accommodate 100 LED/lenslet
combinations operating side by side, allowing multiplication of a 50~component
nonnegative-real vector by a 50 x 50 nonnegative-real matrix. Achievable dynamic
range depends on CCD detector dynamic range and on the correction of LED and
acousto-optic modulator nonlinearities; it is too speculative to suggest numbers at
this time. Operating speed is determined by the amount of time it takes to shift
the components of X through the acousto-optic cell, plus setup and final readout time,
For the 10 Usec window cell under consideration, it takes 5 Usec to get the x; grat-
ing segment to the middle of the acousto-optic cell, at which time the first LED
pulse occurs. The last LED pulse occurs 10 usec later, when x finally passes the
midpoint of the cell. Following that pulse, an additional 50 [Usec are required to
read ysy out of the shift register. The time required for the 50 x 50 matrix-vector
multip%ication is thus 10 usec processing time and 10 Hsec latency, for a total of
20 pusec. During the processing interval, a total of 2500 multiplications are per-
formed, at a rate of 2.5 x 108 multiplications per second. With suitable encoding
of the data (refs. 3,4), this corresponds to_a processing rate of 6.25 x 10’ bipolar-
real multiplications per second or 2,78 x 10’ complex multiplications per second.

VARTATIONS

The system described does not exploit the two-dimensionality of the optical
system. More than one matrix can multiply the same input vector at the same time if
the single linear LED/lenslet and detector arrays are replaced with a collection of
linear arrays, one above the other. Shear wave acousto-optic modulators, with nearly
square window formats, can accommodate perhaps 20 such linear arrays, allowing 20
separate matrices to multiply the same input vector at the same time.

Matrix-matrix multiplication can be performed with related systems using
multiple acousto-optic cells, or, alternatively, single cells with multiple driver/
transducers. Figure 5 shows one possible arrangement for multiplication of two
2 x 2 nonnegative-real matrices. In general, for such a scheme, multiplication of two
N x N matrices requires two multi-transducer acousto~optic modulators with 2N-1
transducers each. Alternativelg, one such multi-transducer cell could be used,
illuminated by a 2-D array of N°-2 LED's.
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MATRIX VECTOR MULTIPLIER

WITH TIME VARYING SINGLE DIMENSIONAL SPATIAL LIGHT MODULATORS
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W. T. Rhodes
Georgia Institute of Technology
Atlanta, Georgia

ABSTRACT

Optical Matrix Vector Multipliers (OMVM) are of interest to real time adaptive
array beam forming. Feasibility of high speed compact signal processing for
applications such as sidelobe cancelling has yet to be demonstrated. The
importance of the OMVM stems from the following:

(1) Because of its optical parallelism it can operate at extremely high
speeds, surpassing by several orders of magnitude competing electronic
techniques.

(2) The matrix-vector multiplication operation is basic to a variety of

important signal processing applications, including adaptive array
processing and other general control operations.

The very high speed of the OMVM strongly suggests its application to iterative
processing, where in a very short time the system can cycle through perhaps 100
iterations, and assuming necessary convergence, yield a solution. This method
has been suggested as a means of inverting the covariance matrix associated
with noise samples from adaptive array antenna elements. A review of the jammer
problem for radars indicates that solution is required in the 1 usec to 10 Usec
range. The spatial light modulator must be updated within this time frame.

We will describe here the optical architecture of an incoherent matrix vector
multiplier where the matrix is complex and separable into outer product vectors.

61



INTRODUCTION

In the late 1970's, researchers at Stanford University began investigation

of a new class of incoherent electro-optical processors for high speed matrix-
vector multipliers (ref. 1, 2). Work has continued, both at Stanford (ref. 3)
and Carnegie Mellon Institute, to the point were significant processing
capabilities have been demonstrated. It is not unreasonable to expect that
such systems could perform 108 matrix-vector multiplies per second with 100x100
element matrices.

One limitation of these processors as developed thus far is the relatively
fixed nature of the mask representing the matrix. In general photographic
masks have been employed, and processing where the matrix must change with some
rapidity has been impossible.

In our search for a matrix mask that can be updated rapidly, we have considered
several candidate spatial light modulators (ref. 4) (SLMs), including the

Itek PROM, and the Hughes LCLV. Neither the PROM nor the LCLV can be cycled

at rates approaching 1 MHz, and these candidates are thus unacceptable. A mosaic
of pockels cells could perhaps be made to operate in the desired fashion.
However, there are the usual problems of switching high voltages in microseconds,
and severe electronic crosstalk appears inevitable. we

have settled on a scheme whereby the mask is implemented acousto-optically.

Acousto-optic modulators possess several desirable features when used in signal
processing systems. These include reliability, availability, high response
speeds, and wide bandwidths. However, they are not easily adaptable to use as 2-D
spatial light modulators. The basic technique and system architecture for a

pair of 1-D SLMs is discussed in the following section.

ACOUSTO-OPTIC IMPLEMENTATION OF VECTOR MULTIPLICATION BY OUTER PRODUCT MATRICES

The operation to be implemented is:

Y= HX (1)
where X is a complex input column vector.

H is a complex matrix separable into outer products:

(2)

H = A Bt

The multiplication of separable matrices would be possible if the OMVM were a
coherent processor. When the necessary complex to non-negative real encoding
of H is implemented for an incoherent processor, the separable form of the system
matrix is destroyed. However by using time multiplexing we can still avoid the
requirement for 2-D masks. Consider one possible method. We can define
expressions in which vectors and matrices are defined in the following form (ref 5,6).
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- = - is — 128
X = XO + Xle + X2e (3a)
- = — ie = 128
= + =
Y YO Yle Yze (3b)
i6 i2e
= +
H=H Hie ™ +He (3c)
where XO’ Xl' X2; YO' Yl' Y2; EO'-El’-Ez are all non-negative

real and where 6 = 2 T[ /3. The components ii, ?i,'ﬁi, i = 0,1,2 have the

dimensions of Q} ?, and H, respectively.

The basic matrix vector multiplication operation can be written:

Yo 5 5 By X0
1 = By 5 5 % (4)
L Y2 = ) B L%,

Consider the case where H is an outer product matrix (2). If we express

(2) in terms of a three component decomposition, we have H = (AO + Alele + (5)
- i2e —t |, =t i8 =t 128t

+ +
A2e ) (BO Ble B2e )

Multiplying through and collecting terms in powers of exp (i8) we find that

l

= B 2 B + A B

H,=3,B, + A B, A, B
=A B A, B + A B

By =2 B * B 5 2 Ba (6)
=A B, + A B, + A B

By = B Py By By 22 %o

To represent H by a three-component decomposition, we need nine outer
products.
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These nine outer products can be produced using a pair of crossed acousto -
optic cells with multiple transducers. Figure 1 illustrates the case where
A B is a two-dimensional complex matrix. The desired outer products are
formed at the intersection of the acoustic waves, in the following format:

Let M =

By Bo Ay By Ay By
I — = S (7)
M = A, B, A, B A B,
Ay By Ay B Ay B
L p—

At this stage we encounter a difficulty in system architecture: although the
various outer products of (3), together with input vector components X, X.,
X., are sufficient to allow calculation of ?} these outer products are not
a¥ranged so as to allow direct implementation of equation (4). The three-
component form of matrix H

L% 5 )
E =
8
5005 5 (®)
> B 5

is itself not representable as an outer product. As a

consequence, it appears as though system architecture will of necessity
be more complicated than would be the case were H directly realized by,
for example, a more general 2-D SLM.

Let us consider the problem further to gain a better understanding of its
nature. We simplify notation by denoting the elements of equation (7) by

M, .:

L ~
MOO MOl b—’102
ﬂlO Mll ng
M0 M1 M




From equations (3), (6), (7) and (9) we have

|

+ HX +H (10a)

X+ M. X+

X. + H_X (10b)

(10c)

Inspection shows that component Yn can be expressed by

Yn = E: Mijxk (11)
i,j.k
where i,j,k satisfy the relationship

(i+j+k) mod 3 = n
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Given the matrix M and input X = (X. X i‘)t, it is not possible to generate
all the terms of (10) by a single véctdr-fatrix multiplication operation.

It is, however, possible to generate Y with three vector-matrix multiplication
operations, as follows.

First, input the vector (X. X ii)t and calculate its product with M.
We write the resulting progucg as

X

Oa 0 (12a)
_ - —
la - X2
2a Xl

This is followed by the operations

Yoo ii (12b)
Y =M X
—bb SZ2
“éc '§2 (12c)
—bc = 1 §l
gic §O

If the outputs of these three operations are properly combined, the result is
the desired three-component representation for Y. Specifically,

Y9 = Yoa t Yo v Yoo (13)
Y15 Yo Yy P Yo
Yo = Ypp ot oYy F Yo
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Study of these equations shows that as the components X , X., and X, are
stepped cyclically in the input, the components of Y_, §', and Y. are
themselves stepped cyclically. One method for performing the summation of
(12) and (13) is to use charge-coupled integrating detectors in the output
plane of the optical system. The integrated charges can then be stepped
synchronously with the input components. Another method is to use high
speed analog switches and short delay lines for storage.

PLANS FOR IMPLEMENTATION

The basic optical layout of the iterative processor is shown schematically

in figure 2. Light emitted from the sources is collimated into N parallel
beams by means of a set lens Ll. Each lens is a segment of a spherical lens.
Thus, each row of the first SILM is illuminated by a collimated beam from one

of the light sources. The output beams from the AO Bragg cell, A, are focused
by lens L4, spatially filtered by S1, and recollimated by L5. The lens

set L4-L5 images the aperture of Bragg cell A at the second Bragg cell, B.

The modulated beam from the second Bragg cell is spatially filtered and brought
to focus on the linear detector array. The spatial fitlers are necessary

only to remove the zero and second order beams. The output beams are modulated
in intensity at NxN points within the optical aperture. This representation

is equivalent to having both masks located at the same plane. The outputs

from the light emitters are modulated by vectors whose elements are X.,. On
multiplication, the output terms are Yi = 2: Aj Bi Xj.
3

When a non-negative real approach is implemented, the above scheme must be
modified. The speed of the processor is slowed down by approximately a factor

of three, since for each iteration of three successive multiplications must be
carried out. After each multiplication the analog data must be stored while the
input vector is shifted. The three successive outputs are added as in equation
(18). The output vector then becomes the input to the light emitters as in other
iterative optical processors.

The time multiplexed method described can be implemented using CCD shift registers.
Unfortunately, state of the art CCD shift registers operating at the necessary
speed lack the dynamic range and noise properties necessary for our applications.
We have thus chosen to implement the previously mentioned procedure utilizing fast
four channel CMOS analog multiplexer switches arranged in a switching matrix con-
figuration. Referring to figure 3, as the MUX is clocked, its output is shifted
along the linear laser di%de arrays. Similarly, at the linear pgotodiode array,
the outputs (Y a Y1a Y a) from the first input cycle (X, X_ X.)

are stored in Coaxial cable delay lines., The input X vector i§ then switched to

(X, X §2) and the output (?lb Y2b Y . ) is switched to the proper location
ané sgored in another delay 1line. This procedure is repeated a third time,

with the appropriate combinations taken to yield the desired outputs.
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Some of the problems particular to the implementation involve non-linearities
in the Bragg diffraction process, electrical and acoustic crosstalk, and limited
dynamic range due to light scattering.

CONCLUSIONS

An analysis has been performed of the applicability of iterative optical
processors in environments requiring a short transient response time. 2An
approach has been proposed utilizing realizable acousto-optic single

dimension light modulators where the matrix is the outer product of two vectors.
The problems associated with a non-negative real representation have been
addressed. A solution has been proposed albeit at some cost of processor

speed. A proof of concept experiment is underway which will better determine
the limitations and advantages of this method.
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INCOHERENT OPTICAL MATRIX-MATRIX MULTIPLIER

A.R. Dias
Radar and Optics Division
Environmental Research Institute of Michigan
P.0. Box 8618, Ann Arbor, Michigan 48017

INTRODUCTION

In recent years a growing interest has developed in incoherent optical processing
(ref. 1). As the invention of the laser was an important force in coherent optics,
the advent of fast and very compact solid state light sources is a major force be-
hind this interest.

Incoherent optical processing has indeed several appealing characteristics,
namely higher immunity to optical noise and reduced dynamic range requirements than
coherent processing as well as an inherent versatility of input format (serial or
parallel).

A very fast fully parallel incoherent optical multiplier was developed at Stan-
ford (refs. 2 and 3) and this device has been shown to be capable of performing com—
plex-valued arithmetic on vector formatted data arriving in parallel to the processor
inputs.

There is a considerable number of applications for processors of this sort how-
ever there is a need to extend their capability for two~dimensional parallel data.
Indeed one can understand the interest in speeding real time processing capabili-
ties in the context of reconnaissance sensors, two-dimensilonal beamforming, etc.

This work addresses the latter case. We propose an extension of the concepts
developed earlier to the new generation of matrix-matrix multipliers using incoher-
ent light. This new technology has the potential of addressing problems involving
two-dimensional mathematical transforms, two-dimensional pattern recognition, and
high-speed processing of synthetic aperture radar data among others.

SYSTEM ARCHITECTURE

Let us then consider the matrix multiplication

L= A8, (1)
whereLéJis an M x K matrix, and B ,and C are K x N and M x N matrices respectively.

The element cp, in the m-th row and n-th column is given in terms of the ele-
ments g of A and by, of B by

-1

K

= (2

“mn E: & 1k bkn )
k

=0

A matrix can, of course, be viewed as an ordered collection of column vectors.

71



If we define 0 0 . .. bOn .+ .0
o o0 ... b1n .
N-1 . . .
B, = Z Bn wvhere Bn = . . . (3a)
(S —
n=0 . . .
_O « . . bK—l,n . e . 0_
and
r -
o 0 ... COn .. . 0
< e o .
N-1 . . .
C,= EB where EE = . . . (3b)
n=0 . . .
_Q . e CMFl,n . . . O_

the matrix product C = A B becomes the sum of N matrices C, whose only non-zero
elements are in its n-th column. In consequence, the matrix product C ,can be seen
as an ordered collection of column vectors each of which is the product of A by the
corresponding column vector of B, A matrix-matrix multiplication can then be ex-
pressed as a series of matrix-vector multiplications. The technology developed for
the incoherent optical matrix-vector multiplier (ref. 2) can then be extended to
this new application.

The concept here is to combine N matrix-vector multipliers in a single proces~-
sor. The physical realization of this architecture is depicted in Figure 1.

The.elements of matrix éﬁ are entered as irradiance values of a two-
dimensional incoherent array that may be realized using narrow-band light-emitting
diodes (LED), laser diodes, or even an array of polished optical fiber ends. The
elements of matrix A, are encoded as transmission values of an optical transparency
or as reflected values of an optically reflective device. 1In either case, its im-
plementation can be fixed in time (e.g., a film transparency) or it can vary with
time (e.g., a real time optical modulator).

The first block of optics (figure 1) images horizontally the input array B, onto
the optical mask A and spreads vertically the light of each light source along the
corresponding vertical column. Figure 2 illustrates the illumination produced by
the central column of a 3 x 3 input matrix on a 3 x 3 mask. The light transmitted
through the mask encodes all the possible inner products of the column vectors of
the input matrix by all the row vectors of the stored matrix.

The second block of optics (figure 1) integrates these inmer products and
focuses the light on the proper output array locations -- imaging vertically and
focusing horizontally onto the vertical column corresponding to the particular

“At this stage, we assume that the elements of A, and B,are real and non-
negative. Later, we will remove this restriction.
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horizontal row at the input. This is a demanding operation that can be more clearly
visualized in the case of a 3 x 3 matrix. We illustrate in figure 3 how we obtain
the outputs (1, 1) and (3, 2). The output (3, 2) can readily be seen as the inner
product of the 3-rd row of matrix A and the 2-nd column of matrix B, as would be
expected. Finally, figure 4 shows the light path through a particular cell in the
stored mask. The element ay, (the central element in this example) maps the ele-
ments of the k-th row of input B ,onto the elements of the m-th row of output,C,

OPTICAL IMPLEMENTATION

The optics block labeled "Optics I" in figure 1 has the same requirements as the
mask illumination of the incoherent optical matrix-vector multiplier (ref. 3). 1In
the latter case, a discrete set of classical discrete optical elements in one ver-
sion and an array of multimode planar waveguides in another version were used. In
the present case, a very similar form of the classical discrete optical components
approach mentioned could certainly be used.

The second block of optics —- Optics II -- has more demanding requirements. In
effect, it must steer the light transmitted by each cell in the stored mask to all
N elements in the corresponding row of the output detector array (figure 4). Holo-
graphic optical elements can be used as the steering beam devices in this type of
processor. An example of the application of this technology was shown by S. Case
and his co-workers in the paper '"Multifacet Holographic Optical Elements," presented
at the Optical Society of America Annual Meeting in October 1980 (Abstract in
J.0.8.A., 12, 1980).

In this context, we suggest the geometry depicted in figure 5 where each narrow-
band light source and each cell of the stored mask are located behind a holographic
optical element (HOE). This is a well established technology with the potential
for a highly efficient light management.

COMPLEX-VALUED ARITHMETIC

It is, of course, important for a processor to have the capability to perform
complex-valued operations. The incoherent optical processor we report here manip-
ulates light intensities which are real-valued and non-negative in nature. Methods
for encoding complex numbers similar to those used in the incoherent optical ma-
trix-vector multiplier (ref. 4) can be applied here.

The complex-valued arithmetic capability built in this processor is an immediate
extension of the schemes utilized before, and for completeness, we will briefly
elaborate two possible methods.

A. Three Vector Decomposition

Each complex quantity is decomposed uniquely along the three phasors l.exp [30],
l-exp [J27/3] and 1l-exp [j4n/3]. There is more than one way to perform this decom-—
position (ref. 4, Appendix A) but we do not need to dwell on it here.
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The three matrices can be decomposed according to

j 2n j 4n
: 30 3 3
A, AO e + A1 e + A2 e
d (| (i
;o j 4r
_ 30 3 3
B,= B, e” + B_ e + B, e (4)
= 9 b 3
i 2n j 4
- jo 3 3
C,=C, e + C, e + C, e
o
9 b 3

where the elements of the different matrix components are all real-valued non-
negative quantities.

The matrix-matrix multiplication C,= A B can now be expressed in terms of these
quantities as

C A A A B

9 OB R ¥ I

C = A A A B (5)
! T N I

C A A A B

2] L2 & b |

from which the output complex-valued matrix C,can be obtained after the proper re-
combination of its real valued and non-negative components Cgp, Cj and Co.
L= ;3 M

The processor's configuration is shown in figure 6,where we have omitted the
optics. The size of the input and output arrays increases by a factor of 3 and the

stored mask by a factor of 9.

B. Biased Real and Imaginary Parts Decomposition

Another encoding scheme decomposes each complex quantity into its real and
imaginary parts and adds to these a bias term.

A ,and B can then be decomposed into their real and imaginary parts.

A= A+ 3A

AR
= _‘_I’ (6)
By= By + iBy
and we can express C as
R e I -}
_ (7
2 IR

Assuming known the dynamic range of the elements of the real and imaginary parts
of A and B, we assign a bias matrix Eé to matrix A and a bias matrix EB to matrix B.
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These bias matrices have constant elements. All elements in the same column are
identical, but they can vary from column to colummn.

If now we configure the system as it is shown in figure 7, the detected outputs
EB and EL are given by

Eé}= A BR - éLEl:+ {éﬁﬁ&,— AIBB]

() o
C! = AB A_B A_B A_B
e J3+AL+[J&+&&]

+f’ﬁ[f§+f§+ﬁ+fﬁ] (8b)

The real and imaginary parts Cp and Cy of the product C,(given by equation
(4)) can be obtained from equations (8a) and (8b)

o]

,
SR R I R R R oo
B B

+ + B (9b)

C.=¢C! -1A B, +A_B - B, |B, +

;3 . L_}LB LELEJ Lé[;& B L£ LEJ
In each equation, the first bracket is known a priori and it can be electron-

ically represented by a fixed voltage. The second bracket can be measured, adding

an extra transparent row to the stored mask. Hence, with proper and straightforward

post—-detection electronics, one obtains the desired product real and imaginary

parts.

SYSTEM PERFORMANCE ESTIMATE

At this stage of the system development, we address ourselves only to the major
performance parameter —— the data throughput.

We can reasonably postulate that it will be feasible to build matrix-matrix mul-
tipliers with complex-valued matrices with sizes larger than 100 x 100. Without
being overly optimistic, we can envision the electronics side of such processors
being driven at clock rates greater than 100 MHz. This implies data throughput
rates exceeding 1012 complex-valued samples per second. This 1s at least two
degrees of magnitude higher than throughput rates obtained with matrix-vector
multipliers.

APPLICATIONS

The parallel processing character of this processor is an essential feature that
is extremely useful when a large number of input channels are present
simultaneously.

A large number of problems dealing with matrix multiplication can be implemented
with this processor. We may refer problems involving Fourier transforms (beam
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nulling, beamforming), image processing problems (pattern recognition, filtering),
and signal identification (signature reconnaissance), to name just a few.

In this work, we will single out two fundamental mathematical applications that
may be implemented using this technique.

A. Two-Dimensional Transforms

Let us consider a two-dimensional array i(k, 1) assuming values in the rectangu-
lar range k =0, 1, . . ., N~-1, 1 =0.1, . . ., N- 1. A two-dimensional trans-
form over this array produces a second array o(m, n) given by

N-1 M-1
o(m, n) = Z Z t(m, n, k, 1) i(k, 1) (10)
k=0 1=0
m=0,1, . . ., N-1
n=0,1, . . ., M- 1

where t{m, n, k, 1) is the transform kernel.
We assume the kernel t(m, n, k, 1) is separable
t(m, n, k, 1) = v(m, k) h(n, 1). (11)
We can then express o(m, n) as

N-1 M-1
olm, n) = Z Z v(m, k) h(n, 1) ik, 1) (12)
k=0 1=0

and factorizing h{(n, 1) and performing first the sum over k, we obtain

N-1 N-1
o{m, n) = Z h(n, I)Z v(m, k)i(k, 1) (13)
1=0 k=0

The sum over k is a matrix product (see equation (2)) producing the intermediate
result

N-1
s(m, 1) = E: v(m, k)i(k, 1) (14)
k=0

which can be written in matrix notation
S VL (15)

where I,is the input matrix, V,is the transform kernel matrix along the columns and
.S,is the intermediate matrix. The output can then be expressed as
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M-1
olm, n) = E: h{n, 1)8(m, 1) (16)
1=0

or in matrix notation

o fo @ (17)

whereLEJis the transform kernel matrix along the rows and O is the output matrix.

Equation (17) shows that two matrix multiplications in sequence can implement a
‘two-dimensional transform (as given by equation (10)) when the transform kernel is
separable.

The immediate application that comes to mind is the two-dimensional discrete
Fourier transform (DFT). The discrete Fourier transform kernel is given by

t(m, n, k, 1) = exp -j ZW;R exp -J Zwﬁl (18)
v(m, k) = exp -] Zﬂgk (19a)
h(n, 1) = exp -j 2L (19b)

Figure 8 illustrates a basic configuration for a two-dimensional DFT implemented
with two matrix-matrix multipliers.

B. Iterative Processing

Another significant application of incoherent optical matrix-matrix multipliers
is in the area of iterative processing. Figure 9 shows a basic configuration.

There are several possible uses for iterative techniques. Important examples
are the phase retrieval problem related to imaging through turbulence (ref. 5)
and the implementation of some numerical methods for matrix inversion.

This work was performed under an ERIM internal research program.
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Figure 2.- Example of B, to A illumination. For simplicity sake we will refer
to matrix A, as the stored mask, though it may be variable with time.
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Bulk and Tntegrated Acousto-Optic Spectrometers for Radio Astronomy

G. Chin, D. Buhl
Laboratory for Fxtraterrestrial Physics
Infrared and Radio Astronomy Branch

NASA/Goddard Space Flight Center
Greenbelt, MD 20771

J.M. Floregz
Instrument Data Management Branch
NASA/Goddard Space Flight Center

Greenbelt, MD 20771

One of the most significant developments in radio
astronomy has been the recent discovery of over 50
different molecules in the interstellar medium. These
ochservations have changed our picture of the
distribution of mass in the galaxy, altered our
understanding of the process of star formation, and
also opened up a new and lively field of interstellar
chemistry. This achievement was made possible not only
by the development of sensitive heterodyne receivers
(front-end) in the centimeter and millimeter range, but
also by the construction of sensitive RF spectrometers
(back-end) which enabled the spectral lines of
molecules to be detected and identified.

Traditionally, spectrometers have been constructed as
banks of discrete adjacently tuned R filters or as
digital auto-correlators. However, a new technique
combining acoustic bending of a collimated coherent
light beam by a Bragg cell followed by detection by a
sensitive array of photodetectors (thus forming an RF
acousto-optic spectrometer (A(OS)) |promises to have
distinct advantages over older spectrometer technology.
An A0S has wide bandwidth, large number of channels, and
high resolution, and is compact, lightweight, and
energy efficient. These factors become very important
as heterodyne receivers are developed for ever higher
frequencies.
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The thrust of receiver development is towards high frequency
heterodyne systems, particularly in the millimeter, submillimeter,
far infrared, and 10 Um spectral ranges. The motivation for this
development comes from the need to determine the chemical
composition of the interstellar medium and to achieve a thorough
understanding of the, excitation of interstellar molecules. The
most important constituent of the interstellar medium after
molecular hydrogen is carbon monoxide (CO) which has its
rotational transitions at 115.3, 230.5, 345.8, and %591 GHz, etc.,
while hydroxyl (OH), an equally important constituent, has its
ground-state rotational transition at 2508 GHz. 1In general, the
lighter the molecule, the higher its ground-state transitions
which fall often above currently accessible receiver rarges.

The [0, ID coupler, and mixer present difficult challerges as
the range of the receiver is extended towards higher frequencies.
Klystrons which are already expensive and short-lived in the 3
millimeter range became impractical at shorter wavelemyths forcing
development of frequency doubling or tripling mixers utilizing
cheaper and more robust lower frequency LOs. In the 10 mm band the
CO? gas laser-heterodyne system, with its various isotopic
miXtures, can cover only about 10% of the spectral band due to the
limited tunability of the gas laser transition and limited
bardwidth response of mixers., Work is presently underway in this
laboratory to construct a diode heterodyne system which will have
a 2 mm continuwously tunable range. RF tuned cavity LO couplers
which work well in the 3 millimeter wavelength become highly lossy
in the millimeter range forcing development of guasi-optical
techniques to combine signal and L0 efficiently to the mixer.
Mixer development is also continuing to extend usable rarge of
mixers into the far infrared and 10 mun bands. Recently we have
used a 25 watt CO, 10 mm laser to pump a formic acid 430 mm laser
in an experiment on the 3-meter IRTF in Mauna Kea to detect and
map the 691 GHz, J = 6 » 5 transition of CO in Orion and other
galactic sources.

Common to all heterodyne systems is an RF spectrometer
(back end) which recovers the power spectrum of the signal fram the
IF. Traditionally the spectrometer is a bank of discrete
adjacently tuned RF filters or a digital auto-correlator. Most
radio telescopes have 255 or 512 channels at 1 MHz or n,25 MHz
resolution. Heterodyne receivers in the millimeter,
submillimeter, or far infrared will be operated from remote
mountain, airborne, balloon-borne, or spaceborne platfoms to
avoid the saevere atmospheric attenuation in the 20 mm to 1 mm
rarge. This will place severe demands of size, weight, and energy
usage on the back end which RF filters may not be able to satisfy.

Recent developments in acousto-optic techniques and in
photodetector arrays have made feasible a new type of RF
spectrometer offering the advantages of wide bandwidth, high



resolution, large number of channels in compact, lightweight,
energy efficient, and relatively low cost systems. Such a system
employs an acousto-optic diffraction cell which serves the key
role of converting RF signals to ultrasonic traveling waves
modulating the optical index of the cell, The cell is illuminated
across its aperture by a monochromatic laser beam. A fraction of
the light is diffracted by the acoustic waves; the angle of
diffraction is detemined by the frequency while the intensity of
the diffracted light is proportional to the power of the input RF
signal. (The major portion of the laser beam at zero order passes
through the cell undeflected.) A focusing lens follows the cell
and essentially per forms a Fourier transform of the RF signal into
a far-field intensity pattern. The output intensity distribution
is typically received by a linear array of photodetectors whose
output is the RF power spectrum we seek. The advantage of an AOS
is due to the simplicity arising from the amall number of
components needed to build up the system.

Currently there is intense commercial interest in applying
acousto-optic techniques to electronic war fare (EW), electronic
counter measures (ECM) and electronic support systems (FESM) which
is spurring rapid technical advancements in the field. The Air
Force and Navy, in a joint effort, are funding research at
GTE-Sylvania, ATI-Itek, ESL, Teledyne-MFC, and Rockwell
Tnternational in hulk Bragg cell AOS components. One benefit from
this research is the commercial availability of 1 GHz bandwidth, 1
MHz resolution Bragg cells, The Air Force and the Navy have also
funded Hughes Research and Westinghouse in an effort to further
miniaturize an acousto-optic system by integrating all its
components on a single substrate. These recent developments have
made acousto-optic techniques increasingly attractive for use in
astronomical applications.

We are currently both experimenting with a bulk and awaiting
Aelivery of an integrated A0S device for astronamical research
here at Goddard. The GSFC prototype A0S uses a discrete bulk
acoustic wave Itek/Applied Technology Bragg cell with 300 MHz
bandwidth (specified) 0.47 MHz resolution (500 resolution
elements) , 5 mW Spectraphysics Model 120 helium-neon laser with
aluminum optical bench components assembled from Klinger
Scientific. The lemgth of the stainless-steel rods is 1 meter,
and although thes optical layout is fairly compact, no attempt was
made to optimize the unit for size. The laser is located on the
bottom of a two tier construction, with the beam directed to the
upper level by quiding mirrors. A beam expander (16X) is placed in
front of the Ttek Bragg cell with the cell mounted on X-Z position
translators. An aberration-minimized biconvex lens 80 mm in
diameter with a 47 an focal lergth follows the Bragg cell. The
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diffracted light is then guided downwerd by a mirror flat, and the
output light is detected by a 1024 element CCPD Reticon array
mounted on precision rotation and translation stages. The
interlocking construction of the Klinger assembly gives the system
very good rigidity and once the optical path has been aligned,
retains its aligmment even after movement of the assembly as a
unit, Although no attempt has bheen made to temperature control
the assembly the AQS appears to drift less than 1 channel over a
24-hour period,

The Itek/Applied Technology Bragg cell is made from a 1 am
optical aperture LiNbO, crystal with a specified 300 MHz bandwidth
centered at 450 MHz, %he interaction time is 1.5 ms with a
time-bandwidth factor of 450. The diffraction efficiency of the
cell is reported to be 7%/watt of RT power. Preliminary results
of the GSFC AOS are given elsewhere™,

An exciting prospect is the use of integrated optics in
further miniaturizing an acousto-optic spectrometer. Recently,
Westinghouse, under NRL contract and GSFC participation, ha
constructed a 400 MHz bandwidth, 140 element integrated AQOS™.
This entire RF spectrometer has dimensions of 7X3 cm. The
spectrun analyzer, shown schematically Fig. 1, consists of a
laser, a diffraction-limited geodesic collimating lens, a sur face
acoustic wave (SAW) transducer array, a second diffraction-1limited
geodesic lens that is utilized as a transform lens, and a 140
element photodiode array. A Te polarized 100-mW He-Ne laser
operating at 0.6328 mm was end-fire coupled into the spectrum
analyzer for preliminary testing. Efforts are now underway by
Westinghouse to butt couple a diode laser source to the substrate.

The spectrum analyzer was fabricated on X—cut LiNbO, with the
c axis parallel to the acoustic propagation. The opticaf
waveguide was formed by diffusing 180 A of titaniun into LiNbO3 to
obtain a tightly confined optical beam. The photosensor array was
butt coupled at a 45  angle to the waveguide edge of the LiNbD
substrate in an optically polished Cer-Vit mounting block. This
argular mounting minimizes spurious signals due to reflected light
from the surface of the photodiode array and wavequide substrate.

The laser beam is coupled into the waveguide and collimated
by the first geodesic lens. The SAN spatially modulates the
guided optical beam. The deflected heam is focused onto the output
edge of the optical waveguide. The butt-coupled photodiode array
then detects the deflected beam. The deflection angle is
proportional to the frequency of the RF signal. Therefore, the
frequency of an incoming signal can he determined fron ‘thel
position of the focused beam on the detector array.



The geodesic lenses are circularly symmetric aspherical
depressions in the surface of the waveguide and are fabricated by
single-point diamond turning. The advantages of using
single-point diamond turning for fabricating geodesic lenses are
nunerous, First, the lens can be precisely located on the
substrate, which allows the focal plane of the lens to be placed
at a predetermined position. Second, the lens profile can be cut
to tolerances of better than 0.5 mm, which gives
diffraction-limited performance and predetermined focal lengths.
Finally, surfaces of the lenses can be cut very smoothly, thus
eliminating the need for much post-machining sur face polishing, We
have measured the per formance of diamond machined lenses and have
found them to bhe diffraction-limited with an insertion loss of 2
dB, and to have a focal plane which is within 12 mn of the
previously polished waveguide edge.

The detector array is a sel f-scanned photodiode array
consisting of 150 photodiode pixels with a 12-mm pitch. The
max imum shi ft register clockrate is 5 MHz, resulting in an access
time of 2 msec. The maximum measured output voltage was 1.0 volt
while the minimum measured output voltage was 90 mvolt, which
yields a dynamic range of 40 dB. The next nearest neighbor
crosstalk was down by 15 dB. A single zeroth-order beam sensing
photodiode is included on the 6.4-mm square chip. The array is
divided into 7 pixel groups of 20 pixels each. Each group is
addressed in parallel by a 10-stage dynamic PMOS shift register.
Fach group has two electrometer output circuit channels; one
handles odd pixels, while the other handles the even pixels for
each clock cycle of the PMOS shift register. This scheme provides
fourteen parallel samples every clock cycle,

The surface acoustic wave transducers are a two-element
tilted array designed to have a combined 4N0-MHz bandwidth
centered at 600 MHz, The operation of the spectrum analyzer and
the frequency range over which the transducers operate are shown
in Pig. 2. A separate measurement of the transiucer per formance
provided 3-dB bandwidth of 400 MHz and a 5% deflection efficiency
with an RF power of 60 mW.

In summary, this laboratory is in the process of constructing
and evaluating bulk A0S devices with 300 MHz and 1 GHz bandwidths
for use in the back end of high frequency heterodyne receivers for
use in astronomical research. Tn addition, we are in the process
of obtaining and will evaluate the feasibility of using integrated
A0S devices as potential back erds for future balloon-borne or
space experiments using heterodyne receivers.
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ENERGY NORMALIZATION OF TV VIEWED OPTICAL CORRELATION
(Automated Correlation Plane Analyzer for an Optical Processor)

Alex Grumet
Grumman Aerospace Corporation
Bethpage, New York

SUMMARY

An automatic digital correlation plane processor is described that permits rapid
location and identification of up to 99 different normalized autocorrelations. Up to
99 unnormalized correlations are acquired in a single TV frame of 1/30 sec. Analog
preprocessing circuits permit digital conversion and RAM storage of those video
signals with the correct amplitude, pulse width, rising slope, and falling slope. TV
synchronized addressing of 3 RAMs permits on-line storage of: 1) the maximum
unnormalized amplitude, 2) the image x location, and 3) the image y location of the
output of each of up to 99 matched filters. A fourth RAM stores all normalized
correlations.

Only the maximum correlation for each of 99 matched filters is determined in one
TV frame of 1/30 sec. Successive TV frames look for the next largest correlation
output for each optical matched filter.

The silhouette of each image stored in the multiple optical matched filter is
also stored in a pair of ROMs that represent the left and right side of the
silhouette. Input image energy is collected through an optical high—pass filter of
the same bandwidth as the corresponding optical matched filter by a gated, wideband
video integrator. The image energy signal is routed to a ROM reciprocal look-up
table. Normalization (division by image energy) is accomplished in 1 usec by a
dedicated digital multiplier. A partial out—of-field signal is available to abort
normalization and to indicate the approach of loss of track.

INTRODUCTION

The optical matched filter (MF) (reference 1) has not found wide application
because acceptable false alarm rates have not been realized by observation of the
amplitude of the correlation peaks. When the illumination level associated with an
unmatched input image greatly exceeds that of the matched image of comparable size,
the MF generally yields a false alarm if MF output correlation peak is the only
measure of acceptance. However, if we could divide the above autocorrelation and
cross—correlation output peaks each by their corresponding input image energies, the
resulting normalized correlations would then be independent of input image energy,
and for this situation, the normalized autocorrelation peak would be larger.

The normalization approach described below does normalize the autocorrelation
peak but yields an approximate normalization of the cross correlation peak. We,
therefore, expect the normalized autocorrelation not to always be larger, but to
always be unity, whereas the approximate normalized cross correlation will rarely be
unity. The deviation from unity will be used as a measure of the uncertainty of a
correct image match. To assist in reducing false alarms, other discriminants such as
unnormalized correlation pulse width, rising and falling slopes, as well as
unnormalized pulse amplitude are an integral part of the system.
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PHENOMENOLOGIC MATCHED FILTER REVIEW

Because we (1) exploit the automatic tracking feature of the MF, (2) use
multiple MFs, and (3) employ band-limited MF's to normalize the correlation outputs,
a brief description of the MF is in order.

Figure 1 is one of the many possible MF configurations.. The back focal plane
of the transform lens contains the on-axis, two—dimensional Fourier transform G(fy,
fy) of g(x,y), the amplitude of the matched input image. When we signify the input
image we refer to the image of the object of interest in the input scene. During
fabrication it will be the only image in the scene. The spectrum G(fx, fy) is
complex and two-dimensional and its phase can be recorded on high resolution spectro-
scopic film by use of a second phase—locked collimated laser beam at angle 6 to the
signal beam. The resulting stationary interference pattern shown magnified in figure
1 contains a grating, or 'subcarrier," whose spacing depends on the angle between
the signal and reference beams. Superimposed on the subcarrier grating are the very
slight perturbations of the phase contributions of the Fourier transform of the input
image. On playback with the reference beam removed and with the exposed and
developed MF inserted in the identical fabrication position, the conjugate first
order of the MF subcarrier is used as shown in figure 1. In figure 2 we fold the
arrangement of figure 1 in line to demonstrate several points. First, for the
matched input image the light exiting the MF is G(fy, f,) G*(f,, fy), where
G(fy, fy) is the amplitude of the input matched spectrum and G*(fy), fy) is
the amplitude transmittance of the matched filter. Therefore, all rays exiting the
MF, regardless of their input direction (phase), are parallel. The consequence of
this fact is that they focus to a point at the correlation output plane. The focused
point in the correlation plane is the summation of all spatial frequencies and,
therefore, all the input image energy less system transmission losses. This is not
true for an unmatched input image and the cross—correlation peak will be reduced as
well as broadened. For a band-limited MF with the low spatial frequencies shown in
the magnified MF of figure 1 saturated (overexposed), the autocorrelation function
becomes a sharp point, as shown in figure 3(b) and compared to that of figure 3(a) for
the full spectrum MF. In practice, the photographic MF plate has a dynamic range of
the order of 1000:1 and the energy spectrum of most objects has a dynamic range of the
order of 106:1, so that the full spectrum autocorrelation of figure 3(a) is not real-
izable. Second, several MFs can be processed simultaneously through the use of a
multiple holographic lens array that is equivalent to several overlapping lenses as
shown in figure 2(b). Third, figure 2(a) indicates a transverse displacement of the
input image, and, for Fo = Fj1, the correlation will experience the same displacement
with an inversion in the x and y directions. Therefore, input image position in the
input plane can be determined by observing the position of the correlation output.

By making F; < F,, the mapping of the input image plane into the output correlation
plane can be reduced to fit the output of several filters into the TV camera tube
viewing aperture.

NORMALIZATION APPROACH
Parseval's theorem equates image integrated energy to its spectral
I gz(x y)dxdy = S [ |G(f_,f )lzdf df
y °X ’ Fy F_ X’y Xy
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integrated energy. The left side of the equation, image energy, is measured from the
input image and provides the denominator for the normalized correlation. The right
side, spectral energy, is measured by the autocorrelation peak to provide the
numerator. Provision is incorporated to collect image energy in the same restricted
band of the MF. 1Image energy band limiting is accomplished by selecting one of the
100 holographic lenses for imaging. Instead of a MF at this beam we provide a high-
pass or bandpass imaging filter of the same bandwidth as the MF, in the MF plane.

The reference beam, on fabrication, is used to direct the band limited image on
playback to an imaging lens to provide a different image plane scaling and a
different TV pickup other than that used for the correlation plane. In a feasibility
experiment now being assembled, a 2 x 2 holo~lens will provide three MF and one
imaging lens that will share the same inverse transform lens for MF, as well as
imaging, and will share the same TV camera for correlation and imaging.

To collect the image energy, the TV video is integrated only during the time the
desired image is scanned. Detectors are square-law devices, and the TV video voltage
is proportional to energy. An earlier version of this concept restricted video
integration to a rectangle that was centered on the desired image. The x-y RAMs
provide the integrating window position over the image. The particular MF, as
determined by the RAM address, determines the size of the rectangle. In this manner
the matched image will always fall within the rectangle window even though an
unmatched image may fall partially outside. However, since the input image and its
background are a high frequency version of the actual input scene, we can expect a
non-negligible contribution by the background around the matched image within the
rectangle. To avoid this situation, and to guarantee that the normalization of the
autocorrelation will be accurate and free of background, the shape of the rectangle
was altered to that of the silhouette of the matched image.

Two ROMs are used to store the silhouettes of all matched images. We will refer
to one as the START ROM and the other as the STOP ROM. The silhouette in each
interlaced field of a TV frame is located at contiguous addresses in the START and
STOP ROMs. For silhouettes where a TV scan line leaves and reenters, an additional
pair of ROMs will be required to avoid integrating background energy. A TV frame of
1/30 sec is required to collect the image energy of each selected unnormalized
correlation. Preprocessing circuitry limits the number of unnormalized correlations
to be normalized.

APPLICATION

The need for normalized correlations can be appreciated if we have to select or
detect a possible autocorrelation out of thousands of correlations in a few seconds.
This was the motivation for the development of the system to be described.

The OMFIC (Optical Matched Filter Image Correlator) is described in reference 2
and is presented in schematic form in figure 4. The system is capable of processing
an input image through 100 optical matched filters simultaneously. Therefore, an
image of an input scene containing 20 objects will yield 2,000 correlations in 2 or
3 ns at the OMFIC output plane. The output correlation plane is scanned by a
conventional TV camera and all 2,000 correlations can be viewed on a TV monitor.
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The problem addressed was to select any autocorrelations out of the array of
correlations, and identify the image (associated matched filter) and the image X~y
coordinates in a few seconds. Correlation normalization was one of the discrimina-
tors used to reduce false alarms. If the matched images were trucks parked side by
side, the resulting autocorrelations could be a few microseconds apart, and this
ruled out the use of microprocessors to process the TV video. TTL with 20 ns
switching time are adequate and, therefore, the bulk of the system described below
consists of integrated TTL circuits. A uP is used to provide slow information in a
few 100 ps time frame and to supervise overall operations, conduct searches, and
provide displays and printout messages.

SYSTEM DESCRIPTION

Figure 5 is an overall system block diagrame. The TV video is preprocessed so
that only video pulses of the correct amplitude, of the correct pulse width, and with
the correct rising and falling slopes will be accepted to be converted to 8-bit
digital data in a 600 ns A/D converter. Figure 6 shows the preprocessing gate
timing. The unnormalized correlations are stored in a 256 x 8 bit RAM. There are
three additional RAMs, all 256 x 8 bits, and two of these are synchronously addressed
with the TV raster sweep, along with the unnormalized correlation RAM as described
below, Two of the RAMs store image x~y coordinates, and the fourth RAM stores the
normalized correlations.

Two timing counters accurately address the RAMs and locate the position of all
correlations to the required precision on the TV raster. The horizontal counter
consists of a digital phase—locked—loop (PLL) and provides the four least significant
bits (LSB) for the RAM 8-bit address bus. The vertical counter is essentially a TV
line counter providing the four most significant bits (MSB) for the RAM address. The
H and V counts can be hardware or software altered to agree with the number and
configuration of the matched filter array. A test pattern can be displayed on a TV
monitor for system setup and assistance in matched filter fabrication output
addressing. Such a pattern is shown in figure 7 for a 10 x 10 matched filter array.
Each of the 100 boxes in the checkerboard test pattern represents a RAM address. The
bright spot in the upper left—hand corner of each box (more visible in figure 3(b)) is
the RAM erasure pulse of 100 ns duration of every other TV field. Since the RAMs are
synchronously addressed with the TV raster, the data at any one address can be
displayed on the TV monitor. The MSB of the data bus was connected to the TV monitor
video input to demonstrate that the correlation peak was stored at the correct
address. To ensure that only the peak of the video pulse is stored in each address,
an 8-bit digital comparator tests the incoming 8-bit video peak with the RAM stored
value and will dump the stored value if it is smaller. In this manner, only one
correlation peak is stored in each address. If several correlation pulses are
present for a particular MF (in the same box of the checkerboard), the stored value
will be inhibited by the uP on the next TV frame after normalization. The next
largest correlation peak of the particular filter will then be stored. After several
TV frames all correlation peaks associated with each matched flter will be processed.
The 8-bit comparator output pulse triggers a write pulse for the unnormalized and the
x and v RAMs. Therefore, the maximum unnormalized correlation peak of each filter is
stored in a RAM address assigned to that filter and the x-y coordinates associated
with the correlation are stored at the same address in their respective x and y RAMs.
At the end of each TV frame the RAMs are erased and the process is repeated.
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During every other TV vertical blanking interval (once per TV frame) of
approximately 1.7 ms all three RAMs (unnormalized correlation, x and y coordinates),
together with the normalized correlation RAM, are scanned very rapidly by switching
in a high-speed addressing counter. At each address the contents of the unnormalized
and the normormalized RAMs are interrogated for any content. If no normalized number
is stored where an unnormalized number has been found, then the normalization process
will be initiated during the next TV frame, and the first step in the normalization
process is the storage of 1) the RAM address, 2) x count, 3) y count, and 4) the
unnormalized correlation.

In figure 8, we define the image height and location, referenced to its
location, as stored in the x and y RAMs. The left shaded side of the image,
designated SR, is stored in the START ROM at contiguous addresses for successive TV
lines in a field, and the interlaced field is stored at another group of contiguous
addresses. The same image 1s stored at the same addresses in the STOP ROM for the
right edge of the image, designated SP., When the horizontal sweep and, therefore,
the x counter of the timing chain is equal to the value stored in the START ROM, the
associated comparator output will switch on a high—-speed, wideband video integrator,
triggered by SR, and, in a similar manner, the STOP ROM will switch the integrator
off, triggered by SP. The height, TL + BL, of the image triggers a height FF to gate
in only the correct SR and SP ROM addresses. To correctly address the START and STOP
ROMs for: a) the correct image, b) correct field, and c) correct positon in x and y
requires offsets on all position data. Some of these are slow (TV field intervals)
and are provided by the microprocessor. The 8-bit counts that are required in less
than a TV line interval of 63.5 ps are hard wired.

The RAM address identifies the MF and, hence, the image. The location of this
image, in the START and STOP ROM, must be accessed as the TV sweeps through the
image. The value Y, = Ty, of figure 8 defines the image top line, and the uP
provides the offset for the corresponding ROM location of this image. In this
manner, the vertical timing chain line-counter is offset to correctly address the
ROMs as the image is scanned. At the beginning of each TV scan line, the ROM stored
value is subtracted from the X, stored value to provide a count for the leading
edge of the image (X, —= SR). An 8-bit comparison of this value with the horizontal
PLL timing chain identifies the left edge of the image to start the video integrator.
In a similar manner (XO + SP) will stop the integrator for that particular TV line.
After a complete TV frame, the integrator output is converted to 8 bits and a
reciprocal ROM provides the denominator to a fast (1l ps) 8 bit by 8 bit multiplier
with the unnormalized correlation. Storage of this value in the normal correlation
RAM completes the normalization cycle. During the TV frame that normalization is
underway, the X-Y RAMs, as well as the unnormalized RAM, continue to be updated as
before., The uP reads the normalized RAM and checks for deviation from unity. An
appropriate video overlay circle or square can encircle the correlation peak, and the
blinking rate of the overlay can indicate deviation from unity.

The block diagram of figure 9 indicates how the operations described above are
realized in a straightforward fashion. To determine if the image is partially cut
off by the raster boarder, we evaluate four quantities. If (YO - Ty) < 0, then
the image is partially off the top of the screen. Similarly, if (Y, + By) >
244 /R (where R is the number of rows of MF, and, therefore, correlation address
rows), the image is partially off the bottom of the screen. If (X, = SR) < 0, then
the image is partially off the left side of the raster, and if (X, + SP) > 100 (for
a 100 count raster), then the image is partially off the right side of the screen.

In all four of these conditions, the normalization will be aborted and an appropriate
message will be indicated by the pyP. This same information could be used for an
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automatic tracker associated with the OMFIC that is about to lose its target and the
direction to move to maintain the track is indicated.

NORMALIZATION OF CROSS CORRELATIONS

We can apply Parseval's theorem to the cross correlation situation

*
f}’fx gZ(X’y)gl(X’y)dXdy - nyfFX GZ(fx’fy)Gl (fx’fy)dfxdf}’

where gp(x,y) is an unmatched input image amplitude and gj(x,y) is the matched

image. However, we do not have a single peak in the correlation plane that
represents the integrated cross product because Gy and Gy do not have conjugate
spectra, and the spectra do not have the same spatial frequencies. A cross
correlation peak need not be an even function (as it is for an autocorrelation peak),
and its location can be located almost anywhere within the input image if we map it
back to the input plane. The ROM stored silhouette location is positioned by the x-y
RAM stored correlation peak as indicated in figure 8. There are three different
situations that we can encounter: 1) the extent of gy > the extent of gy, 2) the
extent of gy < the extent of g1, and 3) g] and gy do not completely overlap.

In case (1) where the silhouette gj falls entirely within gy, the input image, we

do collect less than the full input image energy, and the denomination of the
normalization is smaller than for a perfect gy silhouette. It is, therefore,
possible to have a normalized cross correlation greater than unity. In case (2) we
can have a smaller than unity normalization; however, we do collect background, and
this can alter the normalization. The same is true for case (3).

Therefore, although we can make a definitive statement that the normalized
autocorrelation is unity, we can expect the normalized cross correlation to vary
considerably with some slight possibility of a value of unity.

No effort was made to exploit the even symmetry of the autocorrelation peak in
the preprocessor. If required, this extra feature can be implemented in a
straighforward manner.

CONCLUSIONS

The automatic correlation plane processor described here can rapidly acquire,
identify, and locate the autocorrelation outputs of a bank of multiple optical
matched filters. The ROM stored digital silhouette of each image associated with
each matched filter allows TV video to be used to collect image energy to provide
accurate normalization of autocorrelations. The resulting normalized autocor-
relations are, therefore, independent of the illumination of the matched input.
Deviation from unity of a normalized correlation can be used as a confidence measure
of correct image identification.
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ITERATIVE OPTICAL VECTOR-MATRIX PROCESSORS
(SURVEY OF SELECTED ACHIEVABLE OPERATIONS)

David Casasent and Charles Neuman
Carnegie-Mellon University
Department of Electrical Engineering
Pittsburgh, Pennsylvania 15213

ABSTRACT

An iterative optical vector-matrix multiplier with a microprocessor-~controlled
feedback loop is capable of performing a wealth of diverse operations. In this paper,
we survey and describe many of these operations to demonstrate the versatility and
flexibility of this class of optical processor and its use in diverse applications.

1. INTRODUCTION

The optical vector-matrix multiplier [1] is a general purpose optical processor.
The addition of a microprocessor-controlled feedback loop results in an even more
general purpose and far more powerful optical processor [2-6]. In this paper, we sur-
vey and describe a selected set of the operations achievable on such a processor.

In Section 2, a general description of the system is advanced. This is followed
in Section 3 by a description of how bipolar and complex-valued data are handled on
the system and how the convergence of the iterative algorithm is insured. We then
address in Section 4 its use in the solution of linear difference and differential
equations and linear algebraic equations. In Section 5, we consider application of
this processor for the solution of the least-squares problem. In Section 6, we
address its use for deconvolution and for the computation of the eigenvalues and
eigenvectors of a matrix., In Section 7, our attention turns to the use of the system
for matrix-matrix multiplication, the solution of linear matrix-matrix equations and
matrix inversion., We then consider in Section 8 its use in the solution of nonlinear
matrix equations with specific application to the linear~quadratic-regulator problem
and algebraic Riccati equation of optimal control engineering,

2. TITERATIVE OPTICAL PROCESSOR SYSTEM

The general schematic of the iterative optical processor (IOP) is shown in Fig-
ure 1. This figure illustrates the use of the IOP both as a vector-matrix multiplier
and as an iterative processor for the solution of linear vector-matrix equations.
Since an understanding of this architecture is paramount to the remainder of this
paper, we review its operations. To multiply a vector by a matrix, the elements of
the vector are used to spatially modulate a linear array of light emitting diodes
(LEDs) or laser diodes (LDs) at Pj. We denote the light distribution leaving Pj by
the vector x. Plane Py is imaged vertically onto P9 and the output from each LED is
expanded to unlformlv illuminate the corresponding row of a 2-D mask at P9, The light
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distribution leaving each column of P2 is then summed onto a different photodetector
at P3. With the transmittance of P, specified by the matrix H, the vector output from

the linear photodetector array at P3 is the matrix-vector product Hx as described in
{1] and earlier by others [7,8].

In our system [2,3], we have included feedback of the photodetector outputs to
the LED inputs through an electronic feedback system. In our original description of
this system [2,3], the mask was [I - H], where I is the identity matrix. The P3 out-
put is then [I - H]x(j), where x(j) denotes the vector x at the j-th iteration. An
external vector y was added to this matrix-vector product in the electronic feedback
system to form the new iterative input x(j + 1). Our system thus implemented the
iterative algorithm

x(j +1) =[I-Hlx(G) +y=x()-Hx({) +y. (1)

In the steady-state when x(j + 1) = x(j), equation (1) reduces to Hx= y and the out-
put X is the solution

x=H1ly (2)

of the vector-matrix equation

Hx = y. (3)

In the newest [5,6] version of this IOP, we have: (1) used fiber optics to
realize the required projection from Py onto P, (this greatly improves the system's
accuracy as well as its mechanical and positional stability and reduces its size and
weight); (2) placed the photodetector at P3 in direct contact with the matrix mask at
Py (this is possible when the 4 mm height of each photodetector is matched to the
height of the matrix mask at Pp. This further reduces the size and weight of the sys-
tem and makes it even more stable for airborne applications)j; (3) included a micro-
processor system with an arithmetic logic unit (ALU), memory and hardwired multiplier
in the electronic feedback loop (Figure 2), (this increases the system's flexibility
and versatility); and (4) modified the feedback system and the iterative algorithm to
incorporate an acceleration parameter to insure convergence of the iterative algorithm
(Section 3).

When funding permits, we plan: (1) to increase the size of the P; input and the
Py mask from its present 10 X 10 level; (2) to incorporate a real-time and reuseable
spatial-light modulator electro-optical mask element (such as a CCD-addressed liquid
crystal light valve [9]) dinto the system; and (3) to increase the repertoire of opera-
tions and applications for the system. In Sections 4-8, we advance the first descrip~
tion of a selected number of general operations and problems as well as applications
for which this new optical processor can be used.

3. CONVERGENCE AND HANDLING BIPOLAR AND COMPLEX-VALUED DATA

In this section, we first detail how this non-coherent optical system can be
used to operate on bipolar and complex-valued data [5,6]. Since the LED outputs at
Py, the transmittance of the mask elements at Py and the photodetector outputs at Pg3
are all real and positive, and since the dynamic range of the mask at Py is finite,
various scaling, biasing and data encoding techniques are required to process vectors
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and matrices with bipolar and complex~valued data on the system., To handle complex-
valued data, we partition the matrix H into its real and imaginary parts H, and Hy,

respectively, as —_ ._

H= (4)

b N—

where Er and H, are bipolar. This requires a P mask with four times the space-band-
width product of H, an input LED array with twice the number of elements in x and a
linear detector array with twice the number of elements present in y.

To handle bipolar data, we decompose the input vector x into its positive and
negative components. Let gf and 3™ denote the positive and negative components of
the input vector a used in the actual system. The M elements aj, and ap, of éf and
a~ are generated according to

a

1p = 045 (xm + [xm[)

(5)
a, = 0.5 (Xm - ‘Xml) s

where the xp are the elements of the bipolar physical vector x.

The system is then operated twice, first with aj as the input and then with as
as the input (with the same physical mask B used for all cycles). The outputs from

the system on successive cycles are Ba, and Ba,. These outputs are: (1) subtracted;
(2) scaled by (h - h), where h and h are the maximum and minimum values of the ele-
ments of the matrix H; and (3) biased by h % < ° The system's output y after two
successive cycles is thus —m=1m

. M T
y=Hx = (h—_)[@gl —ggg +<hm§1x9[ll...l} . (6)

To insure that the transmittance of the physical mask B has a transmittance for each
element satisfying 0 < b, < 1, we scale and bias B such that

b =R (7)
h-h

where hm denotes the values of the elements of H and by, denotes the transmittances
of the pﬁysical mask B placed at P,.

The second issue to be detailed in this section is how rapid convergence of the

iterative algorithm is insured. This is achieved by modifying our original iterative
algorithm to include an acceleration parameter w (as shown in Figure 1). The new
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system thus implements the iterative algorithm [4-6]
x(3+ 1D =x) +oly -HEx @], (8)

We select w by one of the following criteria to insure rapid convergence of the algo-
rithm, We can select

w = _l/}\max’ (9)

where Xmax is the maximum eigenvalue, in absolute value, of the matrix H, or we can
obtain an approximation to (9) by [10]

ﬁ N 9 1/2
A< HE =] £ n , (10)

max — mn
m=1 n=1

where f[g}[ is the Euclidean norm of the (N X N) matrix H. The w criterion resulting
from the upper-bound in (10) can be modified by selecting w = —K/Xmax, where K > 1 is
a constant selected empirically from analysis of a specific problem. (In several spe-
cific case studies that we have considered, K = 2-3 was found to be adequate.) The
microprocessor feedback system (Figure 2) performs the necessary scaling, biasing and
preprocessing described by (5) and (7), the detector post-processing in (6), and the
acceleration parameter selection noted in (10). In Section 6, we describe how the
IOP itself can be used to calculate the acceleration parameter w in (9).

4, SOLUTION OF SIMULTANEOUS LINEAR EQUATIONS

As our first general I0P application, we consider the use of the system of Fig-
ure 1 for the solution of simultaneous linear (difference, differential or algebraic)
equations. The general iterative algorithm for the solution of linear difference
equations is

x(3+1) =0x(@) + £, (11)

where j is the discrete-time index, f is the forcing function equal to a constant vec-
tor (or, more generally, a vector of time-functions), x(j) is the state of the system,
and ® is the open-loop system matrix.

The first application of the TOP of Figure 1 to the problem in (11) is as a dy-

namic system simulator. In this case, we model the physical system by the state-space
differential equation model

— =Ax + b, (12)

where A is the open-loop system matrix and the vector b is a constant or function of
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time. We then utilize a numerical analysis algorithm to discretize this system model.
We illustrate the approach by the forward-Euler approximation [11]

dx(t) x(3 + 1) - x(3)

~ 3

dt T

(13)

t=3T

where T is the constant time-increment (or step-size) between discrete samples de-
scribed by the index j. Substituting (13) into (12), we can simulate the physical
system mcdeled by (12) on the IOP of Figure 1 by the linear iterative algorithm

x(J +1) = [I+TAlx(3) + Th. (14)

By analogy with (11), [I + TA] = ® and Tb = f. Other numerical analysis algorithms,
such as the trapezoidal rule, are possible. The most preferable ones appear to be
the Runge-Kutta and predictor-corrector algorithms [12].

The second application of (11) on the IOP is the iterative solution of linear
algebraic equations. In this case, the iterative system algorithm of (8) is used.
When rearranged in the form in (1), we can identify the ® matrix and the f vector in
(11) as [I - wH] = ® and wy = £. The algorithms in (8) and (1) have been used [2,13]
to calculate the set of adaptive weights necessary in adaptive phased-array radar sig-
nal processing. While space does not allow us to elaborate on this application, we
note that, in this case, the matrix H in (3) is the covariance matrix M of the far field
input to the antenna, y is the steering vector s for the antenna and the unknown vec-
tor X to be determined is the set of adaptive weights w to be applied to the received
signals to steer the antenna in the desired direction (defined by s) and to null the
noise field (defined in frequency, velocity, angle and range by M).

Four iterative algorithms to solve (3) for x given by (2) can directly be iden-
tified. The first is the Richardson algorithm [14] of (1) implemented with the accel-
eration parameter w as in (8). The remaining three algorithms can be described in a
new and quite useful formulation by decomposing the matrix H into the sum of a diago-
nal matrix D and lower and upper triangular matrices L and U as

B=D-L-U. (15)

In terms of the D, L and U, we can write the remaining three algorithms as [15]:

Jacobi: x(j + 1) = E;J(;.+ _ﬂ x(§) + Dy (16a)

Gauss—Seidel: x(j + 1) = Ep_ - _Ii)—l_[g] x(j) + (D - L)_lz (16b)
Overrelaxation: x(j + 1) = (D - a@)‘l[(l - w)D + U]l x(3) + w(@ - mL)_ly,

(16c)

The choice of one of the four algorithms in (8) or (16) depends on many factors that
are highly application and problem dependent (e.g., convergence of the algorithm, dy-
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dynamic range of the mask, number of iterations required and the need for an adaptive
mask) .

5. LEAST-SQUARES PROBLEMS

The solution to many physical and statistical problems can be formulated in the
general context of a least mean-squares problem, A model is postulated to approximate
measured data and the parameters of the model are selected to minimize the mean-square
error between the measured data and the model. Curve-fitting and linear and poly-
nomial regression are classical examples of least mean-squares problems. We formulate
and address below the solution on our IOP of this class of important problems.

We begin by reformulating our simultaneous linear algebraic equation problem
solution in Section 4 as a least-squares problem. In the context of Figure 3, the
input to the operator H is x and noise or an error source € is present at the output such

that the observable outputji differs from Hx . The proﬁiem is thus to find the x
that minimizes the square of the difference

7=y - mx||? an

between y and Hx.

Noise or
Error Source g

v
«— H ——»( )y
Hx

FIGURE 3 Schematic diagram of a Teast-mean squares problem formulation.

Upon expanding (17), we obtain

J=1ly - EzslT ly - Bx] = ZT_X - zT_Ii§ - §T,11Ty + _%TETE& (18)

To minimize (18), we set the partial derivative or gradient of the scalar per-
formance index in (17) with respect to the unknown vector x equal to zero. The re-
sultant column vector is then the solution of



or (19)

In least-squares data processing, y is an M-vector, H is an (M X N) matrix and x is
an N-vector, where M > N, We consider first the case when the number of unknowns N
equals the number of equations M. In this case, H is a square matrix and the solution
to (19) becomes

-1
x = l}fﬂ} By =8 0wy = By, (20)

where H is assumed by implication to be a non-singular matrix and therefore to be in-

vertible. This occurs when the y = HxX problem being solved is well-formulated as

occurs in all practical engineering problems. Thus, in this case, the solution x =
1y minimizes the quadratic performance index in (17). For this case, we solve the

least mean-square problem by our Richardson algorithm of (8).
A more interesting problem (corresponding to the practical case of curve-fitting

occurs when there are more equations M than unknowns N (i.e., when M > N). 1In this
case, H is non-square and therefore non-invertible. We thus solve (19) by the new

iterative algorithm
x(3+ 1D =x(G) to Eiy] (:HH] x(3) . (21)

This is equivalent to pre-multiplying (3) by H and applying our iterative Richardson
algorithm in (8) to the solution of [ﬂiﬁl§ = H'y rather than Hx = y.

A

The least-squares fitting of experimental observations leads to a more general
iterative vector-matrix solution. Suppose that we have L data points p = {pg} and
wish to approximate the set of observations z(p), in the least-squares sense, by the
finite linear combination

2(p) = ¢ ¢(p) (22)

of basis functions ¢ = {¢ } with the associated weighting coefficients ¢ = {c }. In
(22), each of the N basis functlons ¢ are evaluated at the L data points - {p,} and the
relationship in (22) is approximate if there are more data points L than basis func~
tions N. The errors or residuals [z(p) - clé(p)] of the curve-fit are the differences
between the observed data z(p) and the approximation CT¢(p) According to the princi-
ple of least-squares, we select the weighting coefficients in (22) to minimize the
sum-of-squares of the residuals., To find the coefficients c, therefore, we minimize

the mean-square difference
2
J= I E(pg)—gg( ﬂ . (23)
?at .
Py




We proceed as before, Upon setting 3J/d9c = 0, we find

T
> (p,)o ( c = )X z
Data 9 pQ 9‘ pg - Data'g(pz) (pz)
{py! {pyt (24)
\/\/—\JM\/——\/\J
LS X = y
which is again of the general form Hx = y, with the summation over the {p,} data

points incorporated into the matrix and vectors in the algorithm in (21). "When the
basis functions ¢ = {¢n} are specified, the matrix H can be precomputed and the prob-
lem solved by the iterative algorithm in (8) or (21). A simple discrete example of
{¢n} arises in the calculation of the best straight-line fit through a set of data
points. In this case, ¢; = 1 and ¢, = p and z(p) = ¢y + cop. A simple continuous
example case is the Fourier series expansion of z(p), in which case the {¢n}'are the
complex exponentials exp(jjnwop).

In this section we have illustrated and formulated the least mean-squares prob-
lem as the iterative solution of the system of linear algebraic equations Hx = y on
the IOP. We recognize that the range of applications of our formulation includes
curve-~-fitting, linear and nonlinear regression, state and parameter estimation, orbit
determiniation and signal processing in control and communication engineering. We
will address these applications in our future work.

6. DECONVOLUTION AND EIGENVALUE PROBLEMS

The need to implement a deconvolution frequently arises. In such applica-
tions (Figure 4), the measured output data y = {ym} from a system characterized by
the impulse response {hm} will be a modified version of the original input vector x =
{x_}; i.e

n-?* +T+*5o

m

v . (25)

m nEO h(m—n)xn

In (25), we assume that the system is causal, otherwise we appropriately shift the im-
pulse response so that h, =0 for m < 0. The solution of (25) for the unknown input
x is directly described by the vector-matrix equation y = Hx, where (for the case of
M =N = 3) the matrix H is shown below:

h 0 0[]
Yo o %0
v, |= by By O x; (26)
Yo by by Byl %
b — il RN [ WU .
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X = U H Y = iy

FIGURE 4 Simplified schematic diagram of a deconvolution processing problem.

In the general case of M > N = 3, the size of H grows, but H still has only
three non-zero diagonals (with equal values hO hy and h,, respectlvely,along each
diagonal), and there are an additional (M -~ N) elements with zero value added to x.
The solution of the deconvolution problem in (25) is thus directly realizable on the
IOP by the iterative algorithm in (8) with the matrix mask in the form shown in (26).
Once again, we see how different problems can be solved on the same IOP by different
choices of the matrix mask and the iterative algorithm used.

Another quite general and useful matrix operation is the calculation of the
eigenvalues A, and corresponding eigenvectors ¢  of the (N X N) matrix H. This opera-
ation can be performed by the iterative algorithm [16]

x(3+1 =Hx () , (27)

which is equivalent to (8) with the exogenous vector y set equal to zero. To see how
(27) allows calculation of the K and ¢,, we assume that !kll is the largest eigen-
value and that the eigenvalues are ordered, in absolute value, according to ]AIT

IXZI > eese By singular value decomposition, we write H and the original
1n1t1allzat10n vector x (0) as
N T
i= iEl LI N
and (28)
N
x50 =k agd,

After j iterations, x(j + 1) = E;g (0) is obtained. Substituting (28) into this ex-
pression, we find (for large j)

x(j +1) = x (O) Lgigé'j alkigl . (29)

We form the component-wise ratio xi(j + 1)/x%4{(3) and from it find A1 (the largest
eigenvalue of H). We divide the denominator of the output vector x by the sum of the
squares of its elements and thus obtain the principal eigenvector ¢;. We then use the
new initial vector 52(0) = §1(O) - 8191' Repeating the same iterative procedure in
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(27), we then find A, and $5. By continuing this process, all of the eigenvalues and
eigenvectors of H can be determined in decreasing order. Modifications to this pro-
cedure allow us to find the eigenvector whose eigenvalue lies closest to a prescribed
value [16]. Many other extensions of these techniques and applications of the above
results are possible and will be the subject of future work.

7. SOLUTION OF MATRIX EQUATIONS

Many problems involve matrix-matrix multiplication. There are two ways to real-
ize a matrix-matrix multiplication on our vector-matrix multiplier. In the case of
large matrices, the preferable technique is to form the product Y = M * N of the
matrices M and N by feeding sequentially the columns n, of N as successive input vec-
tors. We thus realize the matrix-matrix product by performlng N vector-matrix multi-
plications; i.e.,

X:Moﬁ:ﬁ[&lgz. . -E_N] , (30)

where the matrix output X.appears sequentially as N column vectors; i.e., Y = [1122 .
SN ]. A second technique is to vectorize the matrix N into an N2 element vector
whose first N elements are the elements of nj and the next N elements are the elements
of Doseee o The matrix M is formatted as an (N2 X N¢) matrix whose diagonal blocks
are replications of the matrix M; i,e.,

- 1 M — T
M ) >£]
M i} Y.
M ° -}l = ® 02 = 02 (31)

L 1

With a matrix-matrix multiplier realized by (30) or (31), we can thus use the
I0P to solve matrix-matrix equations such as

HX =X (32)

by vectorizing the matrix Y or by operating the system on sequential cycles with the
column vectors of Y as successive inputs. A particularly useful operation that is
now possible is matrix inversion. In this case, we solve (32) using (8), but with
Y = I (the identity matrix). A final useful matrix equation that frequently arises
is the solution for the embedded matrix X in an equation of the form

AXB =Y . (33)

In this case, we write the matrices Y and X as the column vectors C[Y] and C[X], whose

elements are the lex1graph1cally—ordered elements of the matrices Y and X, respective-
ly. We solve (33) for X by writing (33) in the form

a () M1erx = eyl , (34)
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where (:) denotes the outer or Kronecker product. For the case of the (2 X 2) matrix
A,

T T
a B al2 B

NOESE (35)

Solution of the Lyapunov matrix equation XA + §T§,= Y is now possible on the vector-
matrix IOP,

8. SOLUTION OF NONLINEAR MATRIX EQUATIONS

In Section 7, we described how we have broadened the repertoire of operations
achievable on the IOP to include the full-class of linear and embedded matrix equa-
tions. As our final general iterative vector matrix operation, we consider its use
in the solution of nonlinear matrix equations. The need for the solution of such
equations arose in our original use of the system for adaptive phased-array radar

processing [2] and in our present optimal control linear-—quadratic-regulator applica—
tion [4].

The general problem of two quadratic equations in the two unknowns p and q can
be written as

2 2
= =
fn(p,q) anp +bpg+tcqg +dpt+teq+r 0 (36)

for n = 1 and 2. We rewrite this pair of two nonlinear equations in vector form as

£[x] = 0 (37)

™
il
—
g’
fial
et

where f[x] = [f1(x) fz(g)]T and x
iterative algorithm

We then solve (37) by the Newton-Raphson

af [
x(3 + 1 =x() - |— flx(H1. (38)
9x
x(3)
The solution of (38) requires two iterative loops. The Jacobian matrix J = [8£/3§J

is stored algebraically. At each iteration, J is evaluated numerically with dedicated
electronics at the last iterate x(j). The inverse matrix [l[ﬁ(j)]]'l is evaluated on
the optical vector-matrix system in an inner iterative loop. The new x(j + 1) iterate
is then evaluated optically in an outer iterative loop.

Three immediate applications for such a nested two-loop iterative algorithm
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arise. The first occurs in the implementation of the overrelaxation linear algebraic
equation solution of (16c) with [D - wL] on the left-hand side of the equation. 1In
this case, a matrix-vector multiplication is required to obtain the external vector

to be added. The second case arises in the use of (8) to solve for the adaptive
weights w for a phased-array radar whose noise field is described by the covariance
matrix M and the direction of its main lobe is defined by the steering vector s. In
this case, we solve the vector-matrix equation M * w = s. When the noise distribution
varies, the matrix mask M must be updated.

The IOP application we are presently considering under support from the NASA~-
Lewis Research Center is the use of the IOP in the solution of the linear-quadratic-
regulator (LQR) problem of optimal control. In this application, the TOP is used to
calculate the optimal controls to be applied to an F100 aircraft engine. To determine
these control signals, we must solve the algebraic Riccati equation and calculate the
LQR feedback gains. In this application, we use: (1) the vectorization of a matrix;
(2) the Kronecker product technique; and (3) the nested inner and outer loop system
to solve the nonlinear algebraic Riccati equation [4].

9. SUMMARY

In this paper, the general-purpose nature of an iterative vector-matrix pro-
cessor has been emphasized. This system is capable of solving a wealth of general
purpose applications. General operations described included: linear difference and
differential equations, linear algebraic equations, matrix equations, matrix inver-—
sion, nonlinear matrix equations, deconvolution and eigenvalue and eigenvector compu-
tations. FEngineering applications being addressed for these different operations and
for the IOP are: adaptive phased-array radar, time—-dependent system modeling, decon-
volution and optimal control.
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INTERFEROMETRIC SURFACE-WAVE ACOUSTO-OPTIC
TIME-INTEGRATING CORRELATORS

Norman J. Berg, Irwin J. Abramovitz, and Michael W. Casseday
U.S. Army Electronics Research and Development Command
Harry Diamond Laboratories, 2800 Powder Mill Road
Adelphi, Maryland 20783

ABSTRACT

A novel structure for a coherent-interferometric acousto-optic (A0)
time-integrating correlator has been implemented by using a single surface
acoustic wave (SAW) device with tilted transducers to reduce intermodulation
terms. The SAW device was fabricated on Y-Z LiNbO, with a center frequency of
175 MHz, a bandwidth of 60 MHz, and a time aperture of about 10 pus. The
instantaneous bandwidth of the A0 correlator is determined by the spacing
density of the photodetector array, with a potential of 120 MHz. Typical
integration times are 30 to 40 ms, providing processing gains in excess of
10”. Such a device is very useful in providing fast synchronization of
communication links. In addition, the device can demodulate to base band and
simultaneously act as a synchronization lock monitor for moderate data rates.
Where processing may be limited by doppler shifts, a two-dimensional
architecture has been implemented to allow full processing gain.

INTRODUCTION

Current digital and microwave technology has made possible wideband
communications for space applications. These systems present unique problems
for which acousto-optics (A0) may provide solutions. The relative ease in
applying multiple transducers to surface acoustic wave (SAW) delay lines allows
novel architectures for such signal processing functions as correlation or
convolution. Where large processing gain is required, integratiop in time
rather than space permits time-bandwidth products in excess of 10°. Coherent,
interferometric schemes provide both time (e.g., time-difference-of-arrival) and
frequency information simultaneously. Two one—dimensional, SAW AO time-
integrating correlators and a two-dimensional correlator incorporating these
features have been constructed, and the results are presented.
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ONE-DIMENSIONAL CORRELATOR ANALYSIS AND APPLICATIONS
Two—input—-beam time-integrating correlator

Figure 1 illustrates the operation of a two-beam SAW A0 correlator.l A
transducer is deposited on each end of the delay line (y-cut, z-propagating
lithium niobate) at an angle with respect to the perpendicular to the z-axis
of © 0 the Bragg angle in the delay line material” at the correlator design
center frequency, w.. The relative tilt between the two transducers is 2®B o
The correlator inpug signals, A(t) cos @,t and B(t) cos w,t, generate counter-
propagating SAW's which interact with two sheet beams of Easer light generated
from a single laser and projected into the top side of the delay line with an
angle of 46 hetween them. Here, 0O, is the Bragg angle in air for the
frequency .. Due to the strong angular dependence of the A0 Bragg interation,
the right sgeet beam interacts primarily with the SAW launched by the right
transducer; likewise, the left sheet beam interacts primarily with the SAW
generated by the left transducer. Cross terms are down by 40 dB.” The
diffracted light is imaged onto an integrating, square—-law photodiode array.

For equal sheet beams of uniform intensity the diffracted light may be described
by

Ll(t,z) = A(t —<%9 cos[wz(t -

in 20 (1)
22Ty -yt - B

and

Lz(t,z) = B(t +-%9 cos[wy(t +

in 20 (2)
220 Ty - (e + D).

Here, w_ 2 is the light frequency, t is time, z is the distance along the delay
line an& along the photodiode array (center is z = 0), v is the acoustic
propagation velocity, and ¢ is the free-space light velocity. The photodiode
array output current is proportional to the square of the sum

of L (t,z) and Lz(t,z). The significant term, the cross-product proportional

to L (t,z)  L_(t,z), may be manipulated trigonometrically to generate frequency
sum and difference terms. Upon time integration, only the difference term
remains, ylelding an output voltage proportional to

V(t,z) = fT At —-%) B(t +-%)

ngz sin 293

cos [ S + (wy = wplt - (3)

(wA + UJB) %]dt °
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Since sin 20g = (wg/v) / (wg/c), and for w, = wp this output voltage becomes:

V(t,z) = costg% (wg = wy)]

(4)
Jp ACt - %) B(t +%)dt.

Thus, the output voltage provides the correlation of the input signals
(modulation and carrier) about the correlator design center frequency. Figure 2
shows the autocorrelation of a bi-phase signal with 2.5 MHz bandwidth at 1 MHz
above wy. The bias level, produced by the square terms proportional to the
integral of L (t z)2 + L, (t z) , depicts the Gaussian intensity profile of the
sheet beams. Th1s bias ievel may be easily removed by high pass filtering or by
a subtraction of one output from a subsequent output produced with one input
phase-inverted. The position of the fringe pattern is due to the relative time
delay between the signals. Instantaneous bandwidths of 60 MHz at 175 MHz have
been achieved with integration times of 30 to 40 ms for time apertures

of 10 us.

Single-input-beam time-integrating correlator

Since the angle of the incoming beam with respect to the SAW wavefront
(transducer tilt) equals that for the diffracted beam, an inverse architecture
using one input laser beam is possible, as shown in Figure 3. The output
voltage from the photodiode array can be shown to be identical to that for the
two-beam correlator as described by equation (4). Although intermodulation
terms (the interaction of the SAW from the left transducer appearing at the
right output diffracted beam and vice—versa) are suppressed by less than the 40
dB achieved with the two-beam architecture, suppression is sufficient for most
applications.

The large processing gains, linearity, and time delay capabilities of the
SAW time-integrating correlators make them useful as advanced signal
processors. These correlators may be employed merely to provide synchronization
in a communications system as a discrete version of the "sliding correlator"” or
may be used to demodulate the signal as well as to continually monitor
synchronization. Figure 4 shows the output of the correlator, with bias
subtracted, for inputs consisting of an information modulated, hybrid bi-phase
wideband signal and an unmodulated (information free) reference signal., The
overall bandwidth was 16 MHz with a bi-phase rate of 1.3 million bits per
second. Integration was sychronized with the information rate. Input signal-
to-nolse ratio was =30 dB.
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Two-Dimensional Correlator

A two~dimensional, four product correlator has been demonstrated which
features the interference between two doubly diffracted beams from perpendicular
SAW delay lines. As shown in Figure 5, the initial source of the sheet beams is
a single laser. Since the SAW devices are perpendicular, interaction in only
one device is between light polarized perpendicular to the direction of travel
of the SAW's in that device. This is the preferred polarization; for light
polarized parallel to the direction of SAW propagation, the diffraction
efficiency may be somewhat reduced and a broadening of the Bragg angle
dependence is experienced.

The double diffraction effect® is diagrammed in Figure 6 for the
horizontal SAW device. The light from the first diffraction is of the form:

z z sin @,
LHL(t,z) = A(t - '{)‘) COS[u)z(t + C
. (5)
+ mA (t "U)]-
The doubly diffracted light is then of the form:
LHZ(t z) = A(t - —) B(t +——) cos[wk(t +
z sin &) (6)
C ')+wA(t-;Z)-)+wB(t+%)]-
Since ¢ = 2(0 ), then sin @ = (0 /U)/(wz/C) (wZ/U)/(wz/c),
and equation %é) reduces to:
Ly,(t,2) = At - —) B(t +——)
(7N

where Ay = { w,} - { wB}). Here, w and w, are design center
frequencies for whlc the Bragg angles are ©g, and Op,, respectively.

w, and w, are selected to be different so that the doubly diffracted light may
be separated from the undiffracted beam. Similarly, for the vertical device,
the doubly diffracted light is

Ly,(t,y) = ¢(t =) D(t +P

(8)
COS[(wl + we + mD) t + < Av],
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where Ay, = {m - u} - {wc - mD}). Those doubly diffracted beams are imaged
onto a pﬁotodioge area array or a vidicon that integrates the output current
which is proportional to the square of the sum of these beams. The frequency
difference term derived from the cross product, which is proportional
to Lﬁz(t’z) « Ly (t,y), produces an output voltage

V(i,z,y) = [p At - &) B(t +2) c(t - ) D(t +I)

(9
4 -
cos[(uwpt wp= we= wplt + 2 Ay %—Av)dt.
If (mA + wB) = (wC + wD), then equation (9) reduces to
V(t,z,y) = cos[Z ay - T Ayl [q At - £)
(10)
Z - -
B(t +&) c(t %) D(t %) dt.
For (wl-wz) = (wAfwB) and (ms—wu) = (wc—mD), this further reduces to:
- Z Z -3
[ At =) B(t + =) C(t - 3)
(11)

D(t + %)dt.

Thus, this device provides a two-dimensional, four-product correlation. It has
the additional ability to measure some degree of deviation from design
frequencies., The usefulness of this correlator for processing signals

containing doppler shifts in frequency can be shown by replacing the generalized

input signals to the vertical SAW delay line, C(t) cos w.t and D(t) cos t, by
linear FM chirps, cos (wC + qt)t and cos (wD - gt)t. Equation (8) becomes:

LVz(t’y) = cos[(mz + we + mD)t +-% Ay

(12)
- 4(1 (%)t] ]
The output voltage then becomes
V(t,z,y) = [» A(t = &) B(t +&) cosl[uw, +
T v U A
wg ~ wg - wD)t +-% Ay - (13)

% Ay + 4a(%)t]dt.
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If w, = w' + w__ where w_ _ is an unknown doppler shift and w, + 0! = w, + w_,

thenBequaEion (?g) reduceg to A B ¢ D
V(t,z,y) = fp ACt - 2) B(t +%)
(14)
z
cos[(uwpp + ha Ht + £ Ay —~% Aylat.
It can be seen that there is a y position for which w__ = -4a Z and the doppler

shift is compensated. As an ambiguity function processor, correlation of a bi-
phase code in the horizontal dimension provides range information, and doppler
compensation in the vertical dimension provides velocity data. A four-product
correlator has been implemented, and the output is shown in figure 7,

where H and y are nonzero. The correlation spot has been moved from the
center of the vidicon output by time delay (simulated range) and carrier
frequency shift (simulated doppler). Bias subtraction has been performed using
a video image processor.

SUMMARY

One- and two-dimensional interferometric time-—integrating, acousto-optic
correlators have been demonstrated. These offer large processing gains for
application to wideband signal processing systems, Potential uses for
synchronization, demodulation, and ambiguity function processing have been
discussed.
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Figure 1.-Two-beam SAW time-integrating correlator.

Figure 2.-Correlator output for direct sequence code at Wy = 1 Mhz.
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NONCOHERENT OPTICAL PROCESSING OF RASTER FORMATTED SIGNALS *

William J. Miceli
Rome Air Development Center
Hanscom AFB, MA 01731
and
William W. Stoner
Science Applications, Inc.
Bedford, MA 01730
The inherent 2-D nature of optical imaging systems can be exploited in the

processing of long duration signals by raster recording and parallel processing
of complete frames of data. The 2-D Fourier transform of such a frame of data
(i.e., the "folded spectrum") is most conveniently obtained with a coherent
optical processor, however, the side effects of optical coherence (speckle,
parasitic phase noise, linearity in complex amplitude, etc.) inhibit sich an
approach in many aerospace applications. These problems may be overcome by
using noncoherent optical processors which use spatially incoherent 1ight and
capitalize upon the versatility of optical transfer function (OTF) synthesis.
Incoherent optical spatial filtering of raster formatted signals is
accomplished by imaging the raster recording with an optical system whose OTF
modifies or selects out frequency components by means of a suitably designed
pupil plane mask. To demonstrate the capability of incoherent optical signal
processors, we present experimental results of a double cylindrical lens pupil
mask which generates an OTF suitable for the selection of a single locus Tine

in the folded spectrum. This OTF consists of three narrow passband ridges,

with the center passband containing the dc component and the offset ones

* Because this paper was not available at the time of publication, only the

abstract is included.
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corresponding to the spatial frequency of the locus line of interest. The OTF
is probed with a rotatable Ronchi ruling which is imaged onto a vidicon camera
at the output of the system. Unless the spatial frequency and the angular
orientation of the Ronchi ruling corrsponds to the frequency offset passbands

of the OTF, the input is completely filtered out.



THREE METHODS FOR PERFORMING HANKEL TRANSFORMS

R. A. Athale, H. H. Szu and J. N. Lee
Naval Research Laboratory, Washington, D. C. 20375

ABSTRACT

Generalized Hankel transforms are useful in analyzing the effect of circularly
symmetric optical systems on arbitrary inputs. Some examples of such systems are
complex laser resonators and space telescopes. Three methods for performing Hankel
transforms with optical or digital processors are described. The first method is
applicable when the input data is available in Cartesian (x-y) format and uses the
close connection between generalized Hankel transform and the two-dimensional
Fourier transform in Cartesian coordinates. The second method is useful when the
input data is in polar (r - 6) format and uses change of variables to perform the
nth order Hankel transform as a correlation integral. The third method utilizes
the von Neumann addition theorem for Bessel functions to extract the Hankel
coefficients from a correlation between the radial part of the input and a Bessel
function. Initial experimental results obtained for optical implementation of the
first two methods are presented.

INTRODUCTION

The analysis of complex optical systems is greatly facilitated by two-
dimensional Fourier transform techniques. The effect of an optical system on
arbitrary inputs is easily described by a transfer function in the Fourier domain.
Generalized Hankel transforms are similarly useful when dealing with a circularly
symmetric (or axisymmetric) system for arbitrary inputs.l! This situation is
encountered in performing mode analysis on the output of a slightly misaligned
laser resonator as well as in aligning space telescopes. An optical method for
performing mode analysis via generalized Hankel transform will have the unique
advantage of preserving the phase of the wavefront to be analyzed.

It is well known that when a two-dimensional function has circular symmetry
(i.e. it depends only on the radial variable, r), its Fourier transform is also
circularly symmetric (i.e. it depends only on the radial variable, p). It can be

shown that in such a case the Fourier transform is equivalent to the Oth order
Hankel transform.?

If
£(x,y) = f \fx2+y2)

Then
ﬁ 9 £ qx2+y2 =,? Ju2+v2

where 52; { } indicates two-dimensional Fourier transformation.
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For

=
it

2
JX +Y2 s P = 112+v2

Fo(p) = 2n/rdr f(r) Jo(p) (1)

[o)

0l

cgz’( u2+v2 )

where F (p) dis the 0th order Hankel transform and Jo(pr) is the OfD order Bessel
function of the first kind. Thus in dealing with circularly symmetric systems, the
oth order Hankel transform (which is a one-dimensional operation) can be used
instead of the two-dimensional Fourier transform if the inputs also are circularly
symmetric. TFor arbitrary inputs, this technique can be extended by using the genera-
lized Hankel transform, which expands on the nth order transform (F,(p) with kernel
7, (o) in Eq. (1)).

The generalized Hankel transform, an(p), can be defined for an arbitrary
function, f(r,8), as follows:

(>8]

f(xr,8) = E fn(r) ejne

e (2)

(e8]

an(p) =f rdr fn(r) Jn(pr)

(¢}

The generalized Hankel transform thus involves a Fourier series expansion in 6,
followed by an nth order Hankel transform (with nth order Bessel function, Jn(pr),
as the transformation kernel) on the ntP coefficient of expansion, f,(r). This
generalized Hankel transform is useful in analyzing systems with circular symmetry
but when the input is not circularly symmetric.

In the following sections we will describe three techniques for easy
implementation of the generalized Hankel transform with optical or digital
processors. These three techniques are each applicable in different circum-
stances. Initial experimental results on the optical implementation of the
first two methods will be presented. In conclusion, we will detail the course
of future work in this area.

OPTICAL IMPLEMENTATION OF GENERALIZED HANKEL TRANSFORM

In optical processors a two-dimensional Fourier transform with respect to the
Cartesian coordinates (x,y) is performed very easily with the help of a simple
spherical lens.? The equivalence of two-dimensional Fourier transform and Oth
order Hankel transform for circularly symmetric functions was established in the
Introduction. A similar connection exists between two-dimensional Fourier trans-
form with respect to Cartesian coordinates (x,y) and th order Hankel transform
of the radial part if the function is of a’ form f£(r) eJ™0,
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éﬁ;{ £lr) 3™y - 20F_(p) o Jnd (3)

where

-

3
= (u2+v2) , § = tan _l(v/u).

and by definition

0

Fn(p) = / rdr f(r) Jn(pr) .

o]

This connection arises out of the integral representation of Jn(pr).1 Using this
result in the definition of generalized Hankel transform given in Eq. (2) the
following relation is obtained between the two-dimensional Fourier transform and
the generalized Hankel transform:

I

N

Hh
=]

;

g

®

<

7, {f(r,en

™

F (o) o~ Jn¢ (4)

n=-—e

Thus the generalized Hankel transform an(p) is equivalent to the nth

coefficient of Fourier series expansion of 57(p,¢) in variable ¢. Using

this result, an optical system shown in Fig. 1 is designed to perform
generalized Hankel transform on an arbitrary input that is available in
Cartesian format (f(x,y)). The spherical lens performs a two-dimensional
Fourier transform on f(x,y) generating &% (u,v). A suitably designed computer
generated hologram then performs the Cartesian-to-polar (u,vp,$) coordinate
transformation on % (u,v) generating & (p,$).° This is followed by a cylindri-
cal lens which takes a one-dimensional Fourier transform with respect to variable
¢ generating the desired output, an(p).

Initial optical experiments established the connection between two-
dimensional Fourier transform and ntP order Hankel transform for a function
of the form f(r)eJ™. The schematic diagram of the optical system is shown
in Fig. 2. A computer generated hologram was used to encode eJnd dependence
of the input. The output was detected by a TV camera, which measures the light
intensity in the Fourier plane of the input. The input used in these experi-
ments had an r dependence given by §(r-a), thus corresponding to a thin ring
of radius "a'" in the Cartesian (x,y) plane. The nt? order Hankel transform of
§(r-a) is aJ,(ap), making the output easily understandable. Figure 3 shows the
results correspondlng to Oth order Hankel transform (i.e. eJP® = 1), 1In Fig. 3(b)
the function ‘J (ap)l is plotted, which is then compared to a line scan through
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the origin (Fig. 3(c)) of the output shown in Fig. 3(a). Very good qualitative
agreement between the theoretical and experimental results is obtained. Figures
4(a-c) present the results for 1°% order Hankel transform for the same f(r),

but here the 0 dependence is elV, Again good qualitative agreement is

seen between theory and experiment. A line scan through the origin of the output
corresponding to ond order Hankel transform of 8(r-a) (with 6 dependence el20) is
shown in Fig. 5. The zero at the origin was broader and the side lobes were seen
to fall slower indicating that we indeed have IJz(ap)I2 as expected,

OPTICAL IMPLEMENTATION OF NTH ORDER HANKEL TRANSFORM

The previous method is applicable when the input is available in Cartesian
(x,y) format, since it involves performing two-dimensional Fourier transforms
with respect to the Cartesian variables. If the input is polar (r,0) formatted,
a more direct approach outlined in Eq. (3) has to be followed in obtaining
generalized Hankel transform. The first part of the operation, which involves a
Fourier series expansion in variable 6, is easily performed optically using a
cylindrical lens. The calculation of nth order Hankel transform of the nt
coefficient of expansion is less straightforward since it corresponds to a
space—-variant operation. So the main aim of the next two methods is to perform
the space-variant operation of nth order Hankel transform optically.

a. Method Using Change of Variables

One standard procedure used in converting a space-variant operation into a
shift-invariant operation is to employ appropriate change of variables. 1In the
case of nth order Hankel transforms the following procedure was described by
Siegman for implementing the space-variant operation as a correlation integral
on a digital proc:essor.L+ From the definition

Fn(p) =/ rdr £(1) Jn(pr) ,
o

using

o =pe¥ (5)

’r:n(y) =/ %(X) 3n(x+y) dx

00

where F (y) = oF,(p), f(x) = rf(x), and ﬁn(x+y) = qrp Jﬁ(rp). The algorithm,
therefore, consists of first linearly weighting the input f(r) and perform-
ing r»x (logarithmic related) coordinate transform. This distorted input

is then correlated with a similarly weighted and coordinate-transformed nth
order Bessel function to give the desired Hankel transform as well as linearly
weighted and coordinate distorted forms. In any physical system the correla-
tion integral will be performed over a finite interval, giving rise to
truncation errors. Also if the input is sampled in the x-domain, the sampling
rate should be adequate to represent the function accurately in x—-domain.
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These factors and others are discussed at length, especially for digital
implementation, in Refs. 4 and 5.

Since the operations of coordinate transformation and correlation can be
performed by an optical processor, the optical system outlined in Fig. 6 can
calculate nth order Hankel transforms, Computer generated holograms are used
to perform r»>x coordinate trapsformation as well as to encode the Fourier plane
filter with impulse response J,(x). The second dimension of the optical processor
can be used to perform different order Hankel transforms on different inputs, thus
achieving multichannel operation.

In the initial experiment, both the input and the Fourier plane filter were
encoded by computer generated holograms. The linear weighting and the coordinate
transformation of the input was performed by the digital computer before doing the
holographic encoding. The computer generated holograms used the Lee-Burckhardt
technique® and contained 128 pixels. The optical system is depicted in Fig. 7.
This system was then used to perform Oth order Hankel transform on_ two different
inputs, £1(r) = p1Jo(p1r) and £2(r) = p2Jo(por). The result of Dth order Hankel
transform on f1(r) and f7(r) should be 6(p—pl) and §(p-py) respectively. The
results of the computer simulation of this algorithm are depicted in Fig. 8. The
finite width of the peak and the sidelobes are due to the finite limits of intergra-
tion. To facilitate easy comparison with the experimental results, the ch order
Hankel transform with linear weighting and coordinate distortion (i.e. ]FO(Y)IZ)

was plotted versus y instead of F_(p) versus p. Figure 9 shows the experimental
results obtained. The optical ou%put was detected by a 1024-element Reticon

linear photodiode array. The shift in the peak position and the difference in the
peak heights (due to the linear weight) are evident, indicating good qualitative
agreement with the computer simulation results.

b. Method Using Neumann Addition Theorem
This method investigates an approach based on the special properties of Bessel

functions.’ If the input f(r) is correlated with J,(pr) then the mth order Hankel
coefficient Fm(p) is obtained at the origin of the correlation plane for the

particular value of p encoded in the Bessel function kernel.

«©

F_(p) =f rdr £(r) J_(o(r+r')) (6)

¢]

The Neumann addition theorem for Bessel functions states that

©

J (o(rtr")) = E I, (pr') I (pr) 7

n=—o

Substituting for Jm(p(r+r')) from Eq. (7) into Eq. (6) we get
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frdr f(r) Jm(p(r-i-r')) f rdr £(r) E Jm—n (pr") Jn(pr) (8)

(6] [¢] n=—c

0

- E 3 Gr) F ().

n=—0

[
M

Thus it is seen that the correlation plane contains an infinite sum of Bessel
functions of different order weighted by Hankel transform coefficients of
different order. So in principle it is possible to extract Hankel transform
coefficients of different order out of a single one-dimensiona<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>